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Abstract—Grid synchronization techniques play a significant role in integrating renewable energy sources to the electric power grid. In this context, estimating the phase and frequency of the grid voltage signal is an interesting problem. Out of various techniques available in the literature, Linear Kalman Filter (LKF) is one of the most popular ones. In this paper, we propose an alternative implementation of the LKF for grid synchronization application. The proposed implementation uses a linear parametric model of the grid voltage signal including DC offset. It does not involve any quadrature signal generation, rather it works by estimating the phase angle. This helps to estimate the unknown grid frequency directly from the phase angle. This clearly differentiates the proposed alternative implementation with respect to the existing implementations. Performance improvement by the proposed technique is verified extensively through comparative numerical simulation and experimental studies. Comparative results demonstrate the suitability of the proposed technique with respect to other state-of-the-art techniques namely Second-Order Generalized Integrator Phase-Locked Loop (SOGI-PLL) and Enhanced Phase-Locked Loop (EPLL).
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I. INTRODUCTION

Phase and frequency play a fundamental role in the successful and efficient operation of a number of power electronic systems. Some example of such systems are: grid-connected renewable energy sources [1]–[4], grid-connected AC/DC rectifier [5], vehicle-to-grid operation of electric vehicle [6], sensitive load protection through dynamic voltage restorer [7], islanding detection [8] etc. All these applications rely on grid synchronization technique which extracts the phase and frequency of the grid voltage signal.

Grid synchronization technique is an active research area and many techniques have been proposed so far. Existing literature on this topic can be broadly classified into time-domain and frequency-domain based methods. Some popular grid synchronization techniques are: Discrete Fourier Transformation (DFT) [9], least-squares [10], [11], maximum likelihood estimator [12], [13], second-order generalized integrator (including linear and nonlinear variants) [14]–[16], adaptive notch filter [17], demodulation [18], [19], open-loop approaches [20], [21], complex coefficient filter [22], delayed signal cancellation [23], Phase-Locked Loop (PLL) [24]–[29], Frequency-Locked Loop (FLL) [16], [30]–[33], adaptive observer [34]–[36], Kalman filter [10], [37], to name a few.

For periodic signals, DFT [9] can be a very suitable technique. Although standard implementation of DFT can be computationally expensive, however, a recursive implementation can reduce the computational complexity a lot. DFT suffers from accumulation error. This can be solved through additional computational cost. Spectral leakage is another issue DFT faces in the case of non-periodic signal. Spectral leakage information can be efficiently used to estimate the unknown frequency of the grid voltage signal. However, large window size can be an issue. Least-squares [10], [11] generally work by obtaining linear parametric model of the grid voltage signal. In addition to computational complexity, tuning the forgetting factor can be tricky. Moreover, frequency adaptive implementation requires a separate PLL/FLL or some other additional frequency identification technique. Maximum likelihood estimation [12], [13] uses statistical approaches and can be computationally expensive. Moreover, extension to grid voltage with harmonics is not straightforward.

Using linear harmonic oscillator as the underlying model, second-order generalized integrator (including linear and nonlinear variants) [14]–[16] works by generating quadrature signals. Then by using PLL/FLL, frequency adaptive estimation of the single-phase grid voltage can be obtained. The performance may degrades in the presence of noise. Adaptive notch filter [17] and delayed signal cancellation [23] are two other quadrature signal generator based techniques. Adaptive observers [34]–[36] also generate quadrature signals. However, the unknown frequency identification law is obtained through Lyapunov function-based approach. This enables to achieve global asymptotic convergence for the estimated parameters. However, adaptive observers do not employ any gain normalization technique. This may be a bottleneck to provide Low Voltage Ride Through (LVRT) capability for grid-connected converters. Demodulation [18], [19] uses the principle of demodulation. By multiplying the grid voltage signal with two other time-varying signals, demodulated voltages can be obtained. In addition to the fundamental component, demodulated voltages also contain two times the fundamental frequency component. Then by applying high order low-pass filters, the undesired frequency components can be removed. However, low-pass filter have non-ideal characteristics. As such, filtering may introduce large attenuation of the signal.
amplitude. This may lead to error in the estimated parameters.

Phase-locked loop (PLL) [24]–[29] is the most popular approach available in the literature. PLL can be realized using various ways. The most popular one is to use the Park transformation. Park transformation generates two DC signals. By passing the DC signal through a low-pass filter (usually a proportional-integral controller), the unknown frequency can be estimated. Unlike three-phase system, single-phase system has only one measured signal i.e. grid voltage. To implement Park transformation, a virtual orthogonal signal needs to be generated. Performance of PLL depends largely on the proportional-integral controller tuning. Faster dynamic response can come at the cost of accuracy. PLL [16], [30]–[33] can be an effective solution to address the fast dynamic response. PLL generally exploits the phase relationship between the input variables to estimate the unknown frequency. Since no low-pass filtering is involved in estimating the frequency, PLL can be made fast responsive. However, this comes at the cost of reduction in harmonic filtering property.

Kalman filter [10], [37] is another popular approach available in the literature. Unlike many of the previously mentioned techniques, Kalman filter explicitly considers the noise present in the signal and can provide optimal estimation in the presence of Gaussian noise. Both linear [10], [37] and nonlinear variants of Kalman filter are available in the literature. In the case of linear Kalman filter, an additional frequency estimation block in the form of PLL/FLL is required. Nonlinear Kalman filter considers the unknown frequency as an additional state variable and converts the parameter estimation problem into state estimation problem using extended state-space model. Nonlinear Kalman filter is computationally expensive and can be highly sensitive to initial conditions and noise parameter tuning. As such in this paper, the focus is on Linear Kalman Filter (LKF). Frequency adaptive LKF generally works either by using the concept of synchronous reference frame PLL (i.e. Park transformation followed by PI-type low-pass filtering) or PLL. Both cases require orthogonal signal generation. In this paper, we propose the application of linear parametric model of the grid voltage signal that explicitly considers DC offset. Using the linear parametric model, the phase angle can be extracted directly using the LKF. Then using phase-based frequency estimation idea similar to [23], the frequency can be directly estimated using the LKF. Then using phase-based offset. Using the linear parametric model, the phase angle can be estimated without using any Park transformation.

Hence, the grid voltage dynamics in state-space form can be written as:

\[ y = V_0 + V \sin(\omega t + \theta) \]
\[ = V_0 + \sin(\omega t)V \cos(\theta) + \cos(\omega t)V \sin(\theta) \quad (1) \]

where \( V \) is the amplitude, \( V_0 \) is the DC offset, \( \omega = 2\pi f \) is the grid frequency, \( \theta \) is the phase, and \( \Phi = \omega t + \theta \) is the instantaneous phase. By considering \( x = [x_1 x_2 x_3]^T = [V_0 V \cos(\theta) V \sin(\theta)]^T \), the grid voltage dynamics in state-space form can be written as:

\[ \dot{x} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & -1 \\ 0 & 1 & 0 \end{bmatrix} x + \begin{bmatrix} A \\ C \end{bmatrix} y \]

Model (2) is developed in continuous-time. Let us consider, \( t = nT_s \), with \( T_s = 10^{-4} \) being the sampling period. This corresponds to a sampling frequency of 10 kHz. This value is widely used in the literature [3], [20]. Then, model (2) can be discretized by using Euler method as:

\[ A_n \approx \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \]
\[ C_n = \begin{bmatrix} 1 & \sin(\phi) & \cos(\phi) \end{bmatrix}. \]

with \( \phi = \omega nT_s \). The model (2) in discrete-time can be written as:

\[ x_{n+1} = A_n x_n + v_n \]
\[ y_n = C_n x_n + w_n \quad (3) \]

where \( E[v_n w_n^T] = Q_n = qI_3 \) is the covariance of the process noise, \( E[w_n w_n^T] = R_n = r \) is the covariance of the output noise, and it is assumed that the process and measurement noises are independent. Assuming \textit{a priori} knowledge of \( q \) and \( r \), the conventional recursive implementation of the Kalman filter is given in the following [38]:

**Prediction:**

\[ \hat{x}_{n|n-1} = A_n \hat{x}_{n-1|n-1}, \]
\[ P_{n|n-1} = A_n P_{n-1|n-1} A_n^T + Q_n, \]

**Correction:**

\[ K_n = P_{n|n-1} C_n^T (C_n P_{n|n-1} C_n^T + R_n)^{-1}, \]
\[ \hat{x}_{n|n} = \hat{x}_{n|n-1} + K_n \left( y - C_n \hat{x}_{n|n-1} \right), \]
\[ P_{n|n} = (I - K_n C_n) P_{n|n-1} (I - K_n C_n)^T + K_n R_n K_n^T. \]
In eq. (4) and (5), \( n \) is the sampling instant, \( \hat{\omega} \) represents estimated value, \( e \) is the output estimation error, \( P \) is the error covariance matrix, and \( K_n \) is the Kalman gain vector.

Then the implementation of Kalman filter given in eq. (4)-(5) using the model (3) is straightforward. Unlike standard implementation of the Kalman filter as described in the Appendix, the proposed implementation does not estimate the in-phase and quadrature-phase signal of the grid voltage. Rather it estimates two DC signal (i.e. \( V \cos(\theta) \) and \( V \sin(\theta) \)) involving the phase angle of the grid voltage signal. From the estimated states, the phase angle can be estimated as:

\[
\hat{\theta} = \arctan \left( \frac{\hat{x}_3}{\hat{x}_2} \right) \tag{6}
\]

The output eq. (3b) requires the estimated frequency \( \hat{\omega} \). To estimate the frequency, the estimated phase angle can be very useful. In the steady-state, the estimate represents the phase angle only. However, during transient period, the estimated phase angle contains the deviation from the nominal frequency \( \omega \). Equations (7) implements a first-order Euler differentiator which can be written as:

\[
\hat{\Delta}\omega = \frac{1}{T_s} \left( 1 - z^{-1} \right) \hat{\theta} \tag{7}
\]

where \( \hat{\Delta}\omega \) is the deviation from the nominal frequency. Equation (7) implements a first-order Euler differentiator which can be sensitive to measurement noise. To overcome this issue, the differentiator can be coupled to a simple first-order Low-Pass Filter (LPF). In this case, the frequency deviation dynamics can be written as:

\[
\hat{\Delta}\omega = \frac{\mu}{1 - (1 - \mu) z^{-1}} \hat{\theta}, \tag{8}
\]

where \( \mu = 1 + \omega_c T_s \) with \( \omega_c \) being the cut-off frequency of the LPF. In addition to first-order LPF, high-order LPF can also be considered to provide further noise robustness. However, in the presence of LPF, the dynamics of the frequency estimation is influenced by the LPFs cut-off frequency. As a result, there would be a trade-off between fast dynamic response and noise robustness. One advantage of the proposed approach is that it uses Kalman filter which already provides noise robust estimation. This helps to estimate the frequency deviation without any additional LPF.

From eq. (7), actual deviation from the nominal frequency can be obtained by integrating \( \hat{\Delta}\omega \) as:

\[
\hat{\Delta}\omega = \beta \frac{T_s}{1 - z^{-1}} \tag{9}
\]

where \( \beta > 0 \) is the integrator tuning parameter. Block diagram of the proposed alternative implementation of the Kalman filter based single-phase PLL (KF-PLL) is given in Fig. 1.

### A. Remarks on the Kalman filter error dynamics

To analyze the stability of the Kalman filter, prediction and output error dynamics can be obtained:

\[
\hat{x}_{n|n-1} = A_n \hat{x}_{n-1|n-2} + A_n K_{n-1} (y_{n-1} - C_{n-1} \hat{x}_{n-1|n-2}) \tag{10a}
\]

Then the state-space difference equations for the state prediction and output error dynamics can be written as:

\[
\zeta_{n+1} = \hat{A}_n \zeta_n + \hat{B}_n u_n, \tag{10a}
\]

\[
\eta_{n+1} = \hat{C}_n \zeta_n + \hat{D}_n u_n, \tag{10b}
\]

where \( \hat{A}_n = A_n (I - K_n C_n), \hat{B}_n = [I \ 0], \hat{C}_n = C_n, \hat{D}_n = [0 \ I], u_n = [w_n \ v_n]^T, \) and \( K_n = [k_{1,n} \ k_{2,n} \ k_{3,n}]^T. \) Stability of the eq. (10) can be determined by the stability of the time-varying state matrix \( \hat{A}_n \) given by:

\[
\hat{A}_n = \begin{bmatrix}
-1 - k_{1,n} & -k_{1,n} \sin(\phi) & -k_{1,n} \cos(\phi) \\
-k_{2,n} & 1 - k_{2,n} \sin(\phi) & -k_{2,n} \cos(\phi) \\
-k_{3,n} & -k_{3,n} \sin(\phi) & 1 - k_{3,n} \cos(\phi)
\end{bmatrix}
\]

Eigenvalues of matrix \( \hat{A}_n \) are 1, 1, and \( 1 - k_3 \cos(\phi_3) - k_2 \sin(\phi_2) \). For discrete-time system, stability is guaranteed if the eigenvalues satisfy the condition, \( |\lambda| \leq 1 \). It is clear that two eigenvalues are fixed at 1 while the other is time-varying. As such, stability is determined under the condition that \( |k_1 + k_2 \sin(\phi_1) + k_3 \sin(\phi_2)| \leq 1 \). Due to the complex relationship of the Kalman gain \( K_n \) on the covariance...
matrix $P_n$, which relies on the process noise covariance matrix $Q$, obtaining an analytical formula for the Kalman gain $K_n$ is difficult. To overcome this problem, numerical simulation can be useful. Numerical simulation results with four different values of $Q$ are given in Fig. 2. Figure 2d shows that the third eigenvalues always remained less than 1. As a result, the stability of error system (10) can be established.

B. Extension to grid voltage with harmonics

In the presence of harmonics, the grid voltage can be modeled as:

$$y = V_0 + \sum_{i=1}^{n} V_i \sin(\omega_i t + \theta_i),$$

(11)

where $i$ indicates the $i^{th}$ component of the harmonic signal. In this case, the extended states become:

$$x = [x_1 \ x_2 \ x_3 \ \ldots \ x_{2n} \ x_{2n+1}]^T,$$

$$= [V_0 \ V_1 \cos(\theta_1) \ V_1 \sin(\theta_1) \ \ldots \ V_n \cos(\theta_n) \ V_n \sin(\theta_n)]^T.$$

(12)

By considering the extended states $x$ in eq. (12), the discrete-time model of the grid voltage can be written as:

$$x_{n+1} = A_n x_n + v_n,$$

$$y_n = C_n x_n + w_n,$$

(13a)

where $\mathbb{E}[v_n v_n^T] = Q_n = q I_{2n+1}$ is the covariance of the process noise, $\mathbb{E}[w_n w_n^T] = R_n = r$ is the covariance of the output noise, state matrix $A_n = I_{2n+1}$ and the output matrix is given by:

$$C_n = [\sin(\phi_1) \cos(\phi_1) \ldots \sin(\phi_n) \cos(\phi_n)],$$

where $\phi_i = \omega_i n T_s$. Based on model (13), the Kalman filter (4) and (5) can easily be applied. As this is straightforward, this extension had not been included.

III. RESULTS AND DISCUSSIONS

This Section considers numerical simulation and experimental results to demonstrate the suitability of the proposed KF-PLL given in Fig. 1. The covariance matrix for process and measurement noise for the proposed Kalman filter are selected as: $Q = \text{diag}([0.005, 0.05, 0.05])$ and $R = 1$. It can be seen that in the matrix $Q$, the first diagonal element belongs to the DC offset. It has already been suggested in [27] that the DC-offset estimation part should have slower dynamics than the other states. That is why the process noise covariance of DC offset is selected as ten times smaller than the other states. Initial value for the error covariance matrix and the initial value for the states are selected as: $P_0 = 1000 I_3$ and $x_0 = [0; 0.5; 0]$. These initialization parameters of the Kalman filter are inspired by [39]. Finally, the frequency estimation parameter of the proposed technique has been selected as $\beta = 50$ using trial and error method.

As comparison methods, we have selected two other advanced techniques namely SOGI-PLL [25] and EPLL [40]. Both SOGI-PLL and EPLL in the original form are not capable to reject DC offset. Karimi-Ghartemani et al. [27] suggested adding an additional integrator to estimate the DC offset for SOGI-PLL and EPLL. In this paper, we follow the same approach. Block diagrams of the considered SOGI-PLL and EPLL with DC offset rejection are given in figures 3 and 4. Parameters of SOGI part are selected as: $k = \sqrt{2}$ and $k_{dc} = 0.4$ following the guidelines given in [27]. SOGI-PLL works using the principle of Synchronous Reference Frame (SRF)-PLL (SRF-PLL). The parameters of SRF-PLL can be tuned as: $k_p = \frac{4}{\zeta}, k_i = \frac{k_p^2}{\zeta}$, where $\zeta$ is the damping ratio [41]. The same formula has been considered here with settling time $t_s = 0.06$ and the damping ratio $\zeta = \frac{1}{\sqrt{2}}$. Parameters of EPLL are chosen following the guidelines given in [27] as: $\mu_0 = 85, \mu_1 = \mu_3 = \omega_n$ and $\mu_2 = 30000$ where $\omega_n = 100\pi$. All results presented in this Sec. are obtained by considering 10KHz sampling frequency. The proposed technique is designed in discrete-time while SOGI-PLL and EPLL are designed in continuous-time. SOGI-PLL and EPLL are discretized using trapezoidal (i.e. Tustin) method. It is to be noted here that some of the existing implementations of KF-based grid synchronization techniques [10], [37] do not explicitly consider DC offset. As such comparison with
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Figure 3. Block diagram of second-order generalized integrator phase locked-loop (SOGI-PLL) with DC offset rejection [27].
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Figure 4. Block diagram of enhanced phase locked-loop (EPLL) with DC offset rejection [27].

standard KF is avoided here for the purpose of fair comparison.

A. Simulation Results

To test the performance of the proposed KF-PLL, four challenging test scenarios are considered for numerical simulation study. The test conditions are:
- S1: +2Hz jump in frequency.
- S2: +45° jump in phase.
- S3: −0.5 p.u. jump in amplitude.
- S4: +0.15 p.u. jump in DC offset.

Numerical simulation results for S1 are given in Fig. 5. Fig. 5 shows the considered grid voltage signal, estimated frequencies and the instantaneous phase estimation errors for the three techniques. In the case of frequency estimation, proposed KF-PLL did not show any peak overshoot unlike the comparison techniques. In terms of settling time, both KF-PLL and EPLL converged in slightly higher than 2 cycles while SOGI-PLL took bit more time. The convergence time for KF-PLL is very competitive with respect to existing literature. It is to be mentioned here that all the techniques considered in this section provide DC offset rejection. The presence of DC offset rejection block slows down the dynamic response of grid synchronization techniques. In terms of instantaneous phase estimation errors, proposed KF-PLL and EPLL have similar peak overshoot, however, KF-PLL can be considered faster than EPLL. SOGI-PLL took more time to converge and the peak estimation error is two times bigger than the other two techniques. This test case demonstrated the fast frequency tracking capability of the proposed KF-PLL.

Phase angle jump is a challenging test condition for PLL-based grid synchronization techniques. Test scenario S2 considers +45° phase jump. Fig. 6 shows the considered grid voltage signal, estimated frequencies and the instantaneous phase estimation errors for the three techniques in case of S2.

Figure 5. Comparative simulation results for S1: +2Hz jump in frequency.

Figure 6. Comparative simulation results for S2: +45° jump in phase.
Fig. 6 demonstrates that KF-PLL is very quick to react in the presence of phase angle jump. Out of the three techniques, KF-PLL converged faster in $\approx 3$ cycles with 50% smaller peak overshoot. Similarly, KF-PLL outperformed SOGI-PLL and EPLL in terms of phase estimation error. The error for KF-PLL, EPLL and SOGI-PLL converged in approximately 2.5, 3.5, and 4.5 respectively. These results show that KF-PLL is very suitable even in challenging scenarios like sudden phase angle jump.

Nowadays, many grid codes require the renewable energy sources to be connected to the grid despite large amplitude fault in the grid. This is known as low voltage ride through (LVRT) capability. This kind of situation is considered in test scenario S3. This test scenario considers large voltage sag of 0.5p.u. Fig. 7 shows the considered grid voltage signal, estimated frequencies and the instantaneous phase estimation errors for the three techniques in case of S3. As shown in Fig. 7, the frequency estimation for KF-PLL converged very fast in approximately 2.5 cycles while SOGI-PLL and EPLL took significantly longer time to converge. Similar performance can be observed for phase estimation error as well. KF-PLL converged in approximately 2.5 cycles while the other two techniques took significantly longer time to converge. This test shows the suitability of the proposed alternative implementation of KF-PLL in the presence of large voltage sag.

Grid synchronization techniques generally sit inside the inverter controller block. Inverter controller depends on the sampled measurement of the grid voltage signal. This process may introduce DC offset in the measured voltage signal. Moreover, due to transformer saturation or various faults, DC offset may become unavoidable. Test case S4 considers sudden jump of $+0.15p.u.$ in the DC offset. Fig. 8 shows the considered grid voltage signal, estimated frequencies and the instantaneous phase estimation errors for the three techniques in case of S4. As shown in Fig. 8, all the techniques converged in approximately 3 cycles. In case of frequency estimation, all the techniques also had similar peak overshoots. However, in the case of phase estimation error, SOGI-PLL had the lowest peak overshoot while EPLL and KF-PLL had higher peak overshoot than SOGI-PLL.

To demonstrate the robustness of the comparative techniques, the next test considers the presence of exponentially decaying harmonics.
decaying harmonic signal in the grid voltage. The grid voltage signal in this case is given by:

\[ y = V \sin(\omega t + \theta) + e^{-t} \sum_{i=3,5,9} \sin(i\omega t). \]  

The exponentially decaying harmonic signal is activated at \( t = 1 \) sec. Numerical simulation results in this case are given in Fig. 9, where the estimated frequencies show that all the techniques reacted very quickly to the change in grid voltage signal. However, the proposed KF-PLL outperformed EPLL and SOGI-PLL. The ripple magnitude of KF-PLL is roughly 50\% smaller than EPLL. Zoomed view show that the peak overshoot of the proposed KF-PLL is also significantly smaller than EPLL and SOGI-PLL. These results show that the proposed KF-PLL has robust performance even in the presence of large amplitude exponentially decaying harmonic signal.

Tests S1-S4 are very useful to test the dynamic performance of the comparative techniques. However, these tests do not consider the effect of noise and/or sampling frequency. To analyze the effect of these factors, let us consider the following normalized mean error (NME) for the estimated frequency:

\[ \text{NME} = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{f(i) - \hat{f}(i)}{|f(i)|} \right|, \]  

where \( N \) is the signal length. Ideal value of NME is 0. In practice, this value is not achievable due to the effect of noise. So, NME can be a suitable indicator to determine the noise sensitivity of the comparative techniques. NME values for different signal-to-noise ratio (SNR) are given in Fig. 10. Out of the three techniques, the proposed KF-PLL has a significantly lower NME than EPLL and SOGI-PLL. Unlike EPLL and SOGI-PLL, Kalman filter systematically considers the effect of noise through process and measurement covariance matrices. This helps to achieve superior performance with respect to Gaussian noise present in the measured grid voltage signal.

In this work, the sampling frequency is considered to be 10 kHz. This implies to 200 samples per cycle in the nominal frequency case. This sampling frequency can be high for low-cost micro-controller based implementation. In order to test the effect of sampling frequency on NME, the next test considers the number of samples per cycle between 100 and 200. This corresponds to a sampling frequency between 5 kHz and 10 kHz. Simulation results in this case for a SNR of 37 dB are given in Fig. 11. This test also shows the superiority of the proposed Kalman filter PLL. The proposed technique is designed in discrete-time whereas SOGI-PLL and EPLL are designed in continuous-time. So, discretization of the continuous integrators are necessary to implement SOGI-PLL and EPLL. It is well known that sampling frequency does have an effect on the discretization of continuous systems. Increasing the sampling frequency can improve the discretization accuracy. So, EPLL and SOGI-PLL are more sensitive to low sampling frequency than KF-PLL.

From all the simulation results presented in this Section, it can be seen that proposed KF-PLL performed very competitively with respect to other state-of-the-art techniques. In most cases, KF-PLL outperformed the other two techniques. These demonstrated the suitability of the proposed KF-PLL.

B. Experimental Results

The experimental setup used in this work is given in Fig. 12. The signal processing platform is designed using a Digital Signal Processor (DSP) TMS320F28379D and associated measurement circuit. A LEM LV25-P sensor with associated offset circuit is used to measure the voltage at the point of common coupling. Comparative techniques are implemented in Matlab/Simulink and loaded into the DSP through Matlab/Simulink 2017b and C2000 Code Generation Tools v6.0.0 software. Autotransformer is used to generate voltage sag at the source side from the grid voltage. Harmonic distortion is generated by using nonlinear load. Grid frequency can not be changed. So, the change in frequency is obtained by
using a synchronous generator where the speed of the machine is controlled to obtain the frequency variations.

For the experimental validation, we have considered simulation test scenario S1 and S3 (i.e. frequency and amplitude jump). Experimental results for the test scenario S1: +2Hz frequency jump is given in Fig. 13. Experimental results show that all the technique quickly reacted to the change in frequency. Similar to simulation study, both EPLL and SOGI-PLL showed peak overshoot while the proposed KF-PLL estimated the frequency without any overshoot. Moreover, the proposed technique converged considerably faster than the comparative techniques.

Test scenario S3 considers −0.5p.u. voltage sag. This is a challenging test condition. Experimental validation results for this test scenario are given in Fig. 14. Due to the way the test was realized, this grid voltage amplitude and phase both jumped simultaneously for SOGI-PLL and the proposed technique. However, for EPLL, the voltage sag coincided with the zero-crossing. Experimental results as given in Fig. 14 show that the proposed KF-PLL converged with lower peak overshoot than SOGI-PLL. EPLL has very noisy response compared to SOGI-PLL and the proposed technique. It is to be noted here that in simulation, it is very easy to realize voltage sag with zero-crossing, however, this is difficult to realize in practice. As such, convergence time comparison between the techniques may not be fair in this case.

Test scenario S1 and S3 consider ideal grid without any distortion. However, due to the ever increasing presence of nonlinear loads, harmonics may not be avoided in the grid. To test the performance of the grid, the next test consider sudden addition of harmonics to the grid. Initially the grid has a Total Harmonic Distortion (THD) of only 0.8%. Suddenly the grid THD increased to 18%. Experimental results for the ideal to distorted grid case are given in Fig. 15. None of the techniques explicitly consider harmonics. As such estimation ripple is unavoidable. However, proposed KF-PLL has the lowest ripple magnitude. The ripple in this case is bounded between 49.8Hz and 50.2Hz whereas the ripple magnitude between 49.6Hz and 50.4Hz and 49.5Hz and 51Hz for SOGI-PLL and EPLL, respectively. These results demonstrate the harmonic robustness of the proposed KF-PLL in addition to fast convergence.
Phase and frequency estimation of single-phase grid voltage signal has been studied in this paper. First a linear parametric model of the grid voltage signal has been developed using trigonometric manipulation. Then using the linear parametric model, linear Kalman filter has been applied for state estimation. From the estimated states, the initial phase angle can be estimated. Following phase-based frequency estimation concept, the initial phase angle is used to estimate the unknown grid frequency. An advantage of the proposed alternative implementation of the linear Kalman filter is that it directly estimates the phase angle not the instantaneous phase. As such it can be considered as less sensitive to phase angle jump unlike PLL. Compared to PLL-based LKF, it has one less parameter to tune and simple frequency estimation loop. Comparative experimental results are provided with respect to SOGI-PLL and EPLL. Comparative experimental results are provided with respect to SOGI-PLL and EPLL. Comparative experimental results are provided with respect to SOGI-PLL and EPLL. Comparative experimental results are provided with respect to SOGI-PLL and EPLL. Comparative experimental results are provided with respect to SOGI-PLL and EPLL. Comparative experimental results are provided with respect to SOGI-PLL and EPLL. Comparative experimental results are provided with respect to SOGI-PLL and EPLL. Comparative experimental results are provided with respect to SOGI-PLL and EPLL.
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Enhanced phase-locked loop structures for frequency estimation dynamics is given by:

$$\dot{x} = \begin{bmatrix} 0 & -\omega \\ \omega & 0 \end{bmatrix} x, \quad (17a)$$

$$y = \begin{bmatrix} 0 & 1 \end{bmatrix} x. \quad (17b)$$

Model (17) is developed in continuous-time. By considering $t = nT_s$, model (17) can be exactly discretized by calculating

$$A_n = e^{AnT_s} = \begin{bmatrix} \cos(\omega nT_s) & -\sin(\omega nT_s) \\ \sin(\omega nT_s) & \cos(\omega nT_s) \end{bmatrix}, \quad (18)$$

$$C_n = C. \quad (19)$$

Then model (3) can be used to describe the dynamics of system (17) in discrete-time where the discrete-time state and output matrices are given by eq. (18) and (19). Moreover, the process noise covariance is given by $Q = qI_2$. Everything else remains the same as given in Sec. II. Then, the implementation of Kalman filter is straightforward and require eq. (4) and (5).

Kalman filter (4)-(5) requires the estimated frequency $\hat{\omega}$. For this purpose, an additional frequency estimation part is required. This frequency estimation part can be designed using the principle of PLL or FLL. For the sake of simplicity, here we consider FLL-based approach. In this approach, the frequency estimation dynamics is given by:

$$\dot{\hat{\omega}} = -\beta e \hat{x}_1 \left( \frac{\hat{x}_2}{\hat{x}_1^2 + \hat{x}_2^2} \right), \quad (20)$$

where $\beta > 0$ is the FLL gain. The continuous integrator in eq. (20) can be discretized using various techniques to be compatible with discrete-time implementation of the Kalman filter. Moreover, from the estimated states, the phase $\hat{\Phi}$ can be estimated as:

$$\hat{\Phi} = \arctan \left( \frac{\hat{x}_2}{\hat{x}_1} \right).$$