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Dynamic Evaluation of Microservice Granularity Adaptation
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Microservices have gained acceptance in software industries as an emerging architectural style for autonomic, scalable, and more

reliable computing. Among the critical microservice architecture design decisions is when to adapt the granularity of a microservice

architecture by merging/decomposing microservices. No existing work investigates the following question: how can we reason about

the trade-off between predicted benefits and cost of pursuing microservice granularity adaptation under uncertainty? To address

this question, we provide a novel formulation of the decision problem to pursue granularity adaptation as a real options problem.

We propose a novel evaluation process for dynamically evaluating granularity adaptation design decisions under uncertainty. Our

process is based on a novel combination of real options and the concept of Bayesian surprises. We show the benefits of our evaluation

process by comparing it to four representative industrial microservice runtime monitoring tools which can be used for retrospective

evaluation for granularity adaptation decisions. Our comparison shows that our process can supersede and/or complement these tools.

We implement a microservice application — Filmflix — using Amazon Web Service (AWS) Lambda and use this implementation as a

case study to show the unique benefit of our process compared to traditional application of real options analysis.

CCS Concepts: • Computer systems organization → Heterogeneous (hybrid) systems; • Software and its engineering → Extra-
functional properties; • General and reference → Design; Evaluation.

Additional Key Words and Phrases: microservices, granularity, decisions, runtime, software economics

1 INTRODUCTION

Several industries have been leveraging microservices [14] — a more fine-grained and autonomic form of services — to

introduce added value to the software architecture. The added value can come in the form of the architecture’s ability

to cope with operation, maintenance, and evolution uncertainties aiming for cost-effective quality of service (QoS)

provision to end users.

One of the critical challenges related to the transition to a microservice architecture design is reasoning about its

suitable granularity level. A granularity level determines "the service size and the scope of functionality a service

exposes [36, p.426]." Granularity adaptation entails merging or decomposing functionalities across microservices;

thereby, moving to a finer or more coarse grained granularity. This problem is critical as software architects may not be

able to justify the value added of splitting decisions and its consequences on qualities. Architects may learn about the

suitable granularity levels, along the architecture’s lifetime, rather than at the beginning of transiting to microservices

[14].

The common industrial practice is to reason about microservice granularity adaptation through retrospective analysis,

using metrics and operations logs recorded at runtime by microservice monitoring tools [28, 40, 67]. Retrospective

reasoning can lead to cases where by time the decision to adapt granularity is made, the architecture may have already

suffered the negative consequences of an unsuitable granularity adaptation. We address the general lack of evaluation

processes which can aid architects in quantifying the potential added value of granularity adaptation and the fluctuation
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of that added value over time; adaptation decisions can be then made as soon as the potential added value of the current

granularity level becomes inadequate.

Consider a running microservice application with a functionality and scale of Netflix — called NetWatch. It receives

around one billion streaming requests everyday [27]. Consider that NetWatch’s performance is being monitored at

runtime using AWS Cloudwatch indicating a deterioration in NetWatch performance. One possible resolution is for the

architect to pursue granularity adaptation assuming that it can improve NetWatch’s performance. However, it might

be the case that keeping the current granularity level may add more value to NetWatch than the value of immediate

performance improvement resulting from pursuing granularity adaptation. The added value is uncertain and can

fluctuate with changes in requirements and the environments ; the architect needs to factor uncertainty and its sources

is her/his predictions when valuing the decisions to pursue granularity adaptation (or not). Sources of uncertainty

include fluctuations in the number of end users, messages exchanged across microservices etc.

Granularity adaptation at runtime can be viewed as an exercise that can introduce an added value under uncertainty.

Examples of added value include improvement in load balancing and preventing bottlenecks on microservices that may

experience high loads. A counter argument may make a case for keeping the current granularity level unchanged if it

proves to have more added value compared to the value which can be introduced by granularity adaptation. This paper

aims at answering the following question: “how can the potential added value of granularity adaptation be evaluated

dynamically to determine when is it worth pursuing adaptation?” The central theme of this paper is that granularity

adaptation is only worthwhile if it will introduce added value to the architecture. The added value which can be enabled

by granularity adaptation is dynamic. It varies depending on usage scenarios and context, fluctuations in workload and

level of QoS provision. Henceforth, the potential added value of granularity adaptation is dynamic and can be best

tracked and analysed at runtime based on the observed runtime behaviour of the microservice architecture.

The novel contribution of this paper is two-fold. First, we provide a novel formulation of the decision problem

to pursue granularity adaptation as a real options problem. Second, we contribute to a novel evaluation process for

dynamically evaluating the granularity adaptation design decisions under uncertainty at runtime. Our process evaluates

potential added value through a novel hybrid combination of binomial real options theory [66] and the concept of

Bayesian surprises [9]; it is customised for the context of microservice granularity adaptation. Our process dynamically

determines at runtime if it would be worth adapting granularity from the perspective of introducing added value

[10]. Unlike classical design time of binomial options analysis in software architecture [48, 64], and [63], we apply the

analysis at runtime and we extend the formulation to cater for runtime changes in the potential added value. Bayesian

surprises quantify the divergence between uncertain beliefs (claims [9]) about a system’s runtime behaviour prior and

posterior to observing runtime evidence [9]. Our evaluation process uses Bayesian surprises [9] to enable binomial real

options analysis to do real time updates of added value in response to runtime evidence variable values (e.g., workload

variations).

On the methodological level, we use our AWS Lambda implementation of an online movie review microservice

application — called Filmflix — to demonstrate how our evaluation process goes beyond traditional application of real

options. Initially, we compare the usage of our novel evaluation process to the usage of four industrial microservice

monitoring tools in retrospective reasoning about granularity adaptation decisions. The comparison takes two forms:

(1) comparing the output of our process against that of AWS Cloudwatch and, (2) discussing the differences between

the features available in three other microservice monitoring tools and those provided by our process. This shows the

unique benefit of our process: linking microservice granularity adaptation to its potential added value under uncertainty.

Then we use our demonstration to show how our contribution is unique in revealing dynamic trends related to potential
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Dynamic Evaluation of Microservice Granularity Adaptation 3

added value of granularity adaptation at runtime in response to variations in workload. Finally, we discuss the ability of

our process to accommodate additional input to it.

Section 2 discusses related work. Section 3 presents our novel formulation of the granularity adaptation decision

problem as a real options problem. Section 4 describes traditional binomial real options analysis [66], Bayesian surprises

[9] then our novel evaluation process. Section 5 reports on the evaluation of the approach using Filmflix. Section 6

discusses threats to validity and Section 7 concludes with short- and long-term research directions.

2 RELATEDWORK

In Section 2.1, we describe representative approaches for reasoning about microservice granularity adaptation decisions

and how they compare to our work. In Section 2.2, we compare value-driven decision-making approaches in software

engineering to our novel usage of real options analysis. We focus particularly on value-driven approaches since they

are the closest to the central theme of this paper. In Section 2.3, we summarise previous usages of real options analysis

the field of software engineering to highlight the novelty of applying real options analysis in the microservices context.

In Section 2.4, we compare our evaluation process to relevant state-of-the-art runtime adaptation decision support

techniques to highlight the novelty of our contribution’s role.

2.1 Reasoning about Microservice Granularity Adaptation

The common industrial practice is to reason about microservice granularity adaptation through retrospective analysis,

using metrics and operations logs recorded at runtime by microservice monitoring tools (e.g., Amazon Web Service

(AWS) Cloudwatch [67], X-Pack [40], IBM Bluemix [28], and Riemann). For example, the architect could retrospectively

analyse the network latency and fault rate logs using fault monitoring and diagnostic tools then determine which

problems can be resolved by adapting microservice granularity levels. As an example, if the logs indicate latency across

the microservices, the architects might reason that this latency can limit the architecture’s ability to scale and/or to

meet its performance requirements. They can then decide to adapt the granularity. Retrospective reasoning does not

quantify the potential added value of granularity adaptation decisions (e.g., [21] [38]) and/or consider the uncertainty

related to the suitability of these decisions (e.g., [56]). Both aforementioned gaps are targeted and addressed by our

contributions in this paper.

The common practice in developing microservices is to use design patterns; the practice can implicitly or explicitly

inform reasoning about granularity. Examples of documented guidelines to support this reasoning include [21, 38, 44, 52]).

Moreover, microservice-specific design patterns and best practices that can influencemicroservice granularity adaptation

decisions have been proposed (e.g., [26, 35, 46, 47, 65, 68], and [50]). Our search yielded around 30 microservice-specific

approaches, some of which have been applied in industry. Among the factors considered when reasoning about

granularity: performance, reliability, scalability, maintainability, and complexity. The use of guidelines, patterns, and

best practices could help achieve a reasonable granularity, but they do not objectively evaluate for the added value of

adopting any of these patterns. Our process can complement these guidelines by dynamically evaluating the added

value related to each candidate patterns along its objective performance.

2.2 Value-Driven Decision-Making Approaches

Perhaps the closest to our formulation of the granularity adaptation problem are the approaches presented in [48, 63, 64]

where refactoring the architecture is regarded a value-bearing investment. However, these approaches are only applied
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statically at design time. In our work, we go beyond static evaluation at design time and apply it in a runtime context to

track the added value of granularity adaptation in dynamic microservice environment.

Similar to our approach, net present value captures the notion of enabled opportunities in terms of direct cash flow

generated [61]. However, net present value does not capture uncertainty when evaluating opportunity cost/options [16].

In this paper, we tailor traditional real options analysis to make it a dynamic rather than static value-driven approach.

Our approach captures dynamics in the operating environments and in QoS fluctuations and how these dynamics can

impact real option values.

In [4], a cost benefit analysis method (CBAM) is proposed as a generic architecture evaluation method which utilises

techniques in decision analysis, optimisation, and statistics to evaluate architectural design decisions. However, CBAM

does not dynamically track and update the added value of architectural decisions.

2.3 Previous Usages of Real Options Analysis

Real options theory has been used in many fields including but not limited to: systems design and engineering

[8], software refactoring [63] and COTS-centric development [18], Extreme Programming [17], cloud computing

and technical debt [2]. Our work however is the first to apply real options analysis in the context of microservice

architectures.

2.4 Runtime Adaptation Support for Service-oriented and/or Microservice Architectures

In terms of functionality, the closest we have encountered to our evaluation process is the ASTRO-CAptEvo orchestration

framework [33]. It is a runtime framework that allows partial definition of business processes for service-based systems

at design-time and their subsequent refinement at runtime. Similar to our contribution, the framework takes a runtime

approach to decision-making. However, the decision problem targeted by ASTRO-CAptEvo is service composition

rather than microservice granularity and value-driven decision-making.

More specific to microservices is the MicroADS approach in [34]. This work takes an automated approach to optimise

the performance and scalability of the microservice architecture based on a given runtime workload. Using workload

to inform decision-making is similar to our use of runtime variables to justify granularity adaptation. However, the

MicroADS does not analyse the value-driven ramifications of optimising performance and scalability. In fact, we envision

MicroADs can benefit from enriching its reasoning with our proposed evaluation process.

Looking at experiences from microservice adopters, [39] promotes the use of service choreography rather than

orchestration for Java microservice applications. In particular, choreography is where each system understands how to

react to changes in the environment rather than employing the traditional business process of following orders. Even

though this approach takes a runtime approach just like our contribution, our contribution is proactive rather than

reactive. In particular, our use of real option values is a more cautious approach that promotes granularity adaptation

to enable added value that can be exploited in the future once an opportunity appears. We envision that [39] can be

leveraged with insights from our evaluation process to allow for proactive value-driven choreography of microservices.

An example of orchestration for large microservice adopters is the Netflix application programming interface (API)

[51, 54] which exposes coarse grained APIs by composing fine-grained functionality provided by the microservices.

However, Netflix API reasons about service composition in a technical rather than value-driven manner. Similar to the

above approaches, the Netflix API experience can be enhanced with a value-driven dimension by utilising the output of

our evaluation process as a trigger for adapting the granularity of the exposed APIs.
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Dynamic Evaluation of Microservice Granularity Adaptation 5

3 PROBLEM FORMULATION

In this section, we formulate the problem of evaluating the worth of pursuing granularity adaptation as a real options

problem. A real option is an investment decision that can be taken under uncertainty as a right but not with no obligation

to [45]. In the context of software architecture, different types of real options have been utilised including the option to

switch, defer, explore, expand or stage investments [48] and [63]. In our case, the real option is enabled by microservice

granularity adaptation and hence granularity adaptation can be mapped to a real option problem as follows:

(1) Granularity adaptation can be viewed as an architectural decision, that if made, may enable real options that

enhance the system utility. (e.g., MovieReview performance). The real options enabled by granularity adaptation

give architects the right without a symmetric obligation to reap their benefit(s).

(2) The value of the real options enabled by granularity adaptation is uncertain due to fluctuations in the microser-

vice runtime environment (e.g., in workload volumes).

(3) Uncertainty regarding the value of architectural potentials can be updated given runtime observations of the

microservice architecture and its runtime environment.

Answering the question of when is it worth pursuing granularity adaptation, we probe for an answer for:

• RQ1:What is the potential added value of pursuing granularity adaptation (related to the first point above)?

• RQ2: How can uncertainty regarding this potential added value be captured (related to the second point above)?

• RQ3: How can this uncertainty be updated in the face of runtime observation of the microservice architecture

and its running environment (related to the third point above)?

4 DYNAMIC EVALUATION OF MICROSERVICE GRANULARITY ADAPTATION

In this section, we explain how our process dynamically evaluates at runtime the added value of pursuing granularity

adaptation versus keeping the current granularity level unchanged. Our process is iterative as it evaluates the added

values then suggests pursuing granularity adaptation or not at the end of each iteration. Section 4.1 describes the Filmflix

architecture, our running example used in the following subsections. Sections 4.2 and 4.3 explain our utilisation of

traditional binomial real options analysis [66] and Bayesian surprises [9]. Section 4.4 describes our proposed evaluation

process which is a novel combination of the aforementioned theories customised for the context of microservice

granularity adaptation.

4.1 Filmflix: A Running Example and Evaluation Case

Filmflix is a hypothetical online movie review microservice application inspired by the functionality and scale of Netflix-

amongst the largest microservice adopters. Its initial architecture contains three microservices: (1) ReviewRegulation,

implementing the regulation of movie reviews, (2) ReviewUpload, managing the user input requirements when uploading

a review and, (3) MovieReview, capturing input from the user through a user interface. We consider that the move to

microservices is driven by enhancing the performance of Filmflix where the expected runtime workload (number of

reviews sent to Filmflix) is high. We consider the invocation duration and the length of each review received (measured

by number of sentences per review) as the runtime variables that the Filmflix’s utility is sensitive to. Our contribution

utilises these variables to inform runtime decisions about whether the Filmflix architecture should be adapted or not.

It is worth noting that choosing the specific granularity adaptation strategy (e.g., merging ReviewRegulation and

ReviewUpload or decomposing ReviewRegulation into two microservices) is beyond the scope of our contribution.



261

262

263

264

265

266

267

268

269

270

271

272

273

274

275

276

277

278

279

280

281

282

283

284

285

286

287

288

289

290

291

292

293

294

295

296

297

298

299

300

301

302

303

304

305

306

307

308

309

310

311

312

6 Hassan, et al.

4.2 Utilising Binomial Real Options Analysis

There are several models for evaluating real options (e.g., Black and Scholes [13], Monte-Carlo methods [23], and finite

difference methods [60]). Among the examples of real options is that of Baldwin and Clark’s theory [8]; it studies the

real options embedded with a modular software architecture design. The theory defines a model for reasoning about the

value added to a base system by modularising it. The theory originated from studying the impact of modularised design

on structure of a computing industry. The study revealed that "modularity in computer designs caused the industry

to evolve from its initial concentrated structure to a highly dispersed structure. Modularity allows design tasks to be

divided among groups that can work independently and do not have to be part of the same firm." Consequently, this

theory aims to study how modularity can be attained in software architectures, how this can enable modular design

evolution (i.e., create real options) and how economic incentives in each module can be exercised autonomously (i.e.,

exercising the real options). A particularly relevant type of real options to our case is the call option — it is related to

buying a stock, bond, commodity or other instrument at an exercise price at any point within a specific time period

before the option expires (according to the American view of options). Baldwin and Clark’s theory aims to map and

quantify the option value of modular software architecture designs. This theory has been applied in multiple complex

system contexts (e.g., [57, 59, 62, 69], and [41]).

In the context of Baldwin and Clark’s theory, modularising a design entails using operators to change the design of

an architecture into modules to embed real options. Microservices granularity adaptation can be seen as a generalisation

of the modularisation exercise. Granularity adaptation has been specifically used in the context of microservices to

mean merging or splitting functionalities into microservices according to a systematic granularity adaptation strategy

[26].

Though granularity adaptation and modularisation exhibit resemblance, there is fundamental differences between

the two because of : 1) granularity adaptation takes place in a relatively more dynamic environment compared to

modularisation and, 2) modularisation is driven by modularity enhancement and maintainability, while granularity

adaptation is often driven by enhancing other microservitization utilities (e.g., autonomy, replaceability, and/or QoS

provision measured in terms of performance). However, they both agree on the notion of encapsulating functionalities

within boundaries according to a particular driver. We use inspiration from the theory of Baldwin and Clark along two

dimensions: 1) we formulate the granularity adaptation decision problem as a real option problem and, 2) we evaluate

the added value of real options related to pursuing granularity adaptation. However, our approach to evaluation is

different from Baldwin and Clark: firstly, our work is the first to transit binomial real options analysis to runtime

(addressing question 3 in Section 3) as opposed to static design-time traditional usage of this theory. Bayesian surprises

[9] enable binomial real options analysis to update added value predictions at runtime in response to runtime evidence

variable values (e.g., workload variations). Secondly, granularity adaptation can be evaluated relative to the drivers of the

exercise and to the added value of the architectural utility; the traditional usage of Baldwin and Clark’s theory focuses

on modularity as the architectural utility of concern. Additionally, our choice of binomial real options analysis is due to

the flexibility it provides in using the architects’ estimates for potential rises or falls in the value of the architectural

utility over time given a certain granularity level. Traditional use of binomial real options in software engineering (e.g.,

[48]) relies on the architects’ expectations or publicly available cross-company data to inform real option evaluation.

These sources can provide insights regarding potential improvement of architectural utilities due to an investment

in the architecture. Our initial value capture is consistent with classical work where we use utility trees. Unlike the

classics, we update these values at runtime as explained in Section 4.4.
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Dynamic Evaluation of Microservice Granularity Adaptation 7

Suppose that the architect is interested in valuing two real options related to adapting and not adapting the granularity

of the initial Filmflix architecture. In our work, we use two binomial trees. One binomial tree is used to evaluate the Real

Option Value (ROV) of real options that can be enabled if the decision is made to pursue granularity adaptation. An

example is the real option to improve the performance of Filmflix by minimising invocation duration. Similarly, another

binomial tree is used to evaluate the ROV retained by not adapting granularity. In the following three paragraphs, we

use Figures 1 and 2 to explain different parts of constructing binomial trees.

Fig. 1. Example traditional binomial real options analysis tree calculating the Architectural Values (AVs) (e.g., the overall value of a
microservice architecture where the granularity is adapted by merging microservices together to improve the application’s invocation
duration) and real option values (ROVs) for a single real option embedded in the architecture and it is exercised at timestamp 1. The
ROV rises at rate RROV with probability P(RiseROV0 ) or falls at rate FROV with probability P(FallROV0 ), an example of a binomial tree

Fig. 2. Example utility tree of an architecture; cells A,B, and C have utility values (VTree) (e.g., the utility resulting from improving the
invocation duration of an architecture by merging microservices together) used to calculate AVs of the respective cells A,B, and C in
Figure 1

The bottom parts of the cells (ROVs) in Figure 1 show the real option values at different timestamps. The timestamp

t=0 is when the decision of adapting the granularity or not needs to be taken. They represent the value of embedded

opportunity alone (e.g., to improve Filmflix performance). The numbers in the bottom cells of Figure 1 represent

examples of ROVs calculated for real options embedded in Filmflix. On the other hand, the top parts of the cells represent
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the overall architectural value including the real option values in the corresponding timestamp. The numbers in the top

cells of Figure 1 represents examples of AVs calculated if a decision to pursue granularity or not is made focused on QoS

improvements in Filmflix. These AVs are calculated using utility trees such as the one shown in Figure 2.

Figure 2 shows the likely improvement to the overall architecture’s utility upon investing in a design decision

(either adapting or not adapting granularity) at different points in time with the aim of delivering on architectural QoS

improvement. For example, the utility tree numbers in Figure 2 quantify the improvement in architectural value of

Filmflix if the decision to pursue granularity adaptation or not is made focused on QoS improvement.

The output of a binomial real options analysis tree is the value in the bottom part of cell A in Figure 1. ROV0
represents the present real option value if it were to be exercised once at the final timestamp of a single binomial

tree — Ft. This output is produced at the end of 2 stages in Figure 1: 1) the forward pass, which involves calculating

the AVs starting from cell A then, 2) the backward pass, which involves calculating ROVs starting from cells B and C

then moving backward. In the context of Filmflix, ROV0 can mean the present value of improving the performance the

architecture if granularity adaptation (or not) was pursued at timestamp Ft .

We interchangeably refer to the timestamp in which an option is exercised as the last timestamp of a binomial tree

(Ft) or the option exercising timestamp (et). In the following paragraphs, we explain each component of the binomial

trees in more detail. We use the values in Figures 2 and 1 as running examples to clarify each component.

Architectural value (AV): traditionally architectural value is likened to a financial stock’s value. Architectural value

quantifies the potential value of the overall architecture [48] when an improvement in an architectural utility (e.g.,

performance provision) would be obtained by granularity adaptation or retained by keeping the current level of

granularity. Each AV quantifies the potential value of the overall architecture including utility in the corresponding

utility tree cell. Values in the utility tree cells are elicited from architects’ expectations, publicly available cross-company

data, and/or architects’ previous experiences with similar architectures. Each architectural value (AVt) in each timestamp

t is calculated using Eq. (1) in the first stage — the forward pass in Figure 1 — of constructing the tree.

𝐴𝑉𝑡 = 𝑉𝑎𝑙𝑢𝑒0 +𝑉𝑇𝑟𝑒𝑒 (1)

where Value0 is the assumed value of themicroservice architecture before we apply the options analysis.We acknowledge

that Value0 can represent architectural value whenever architects decide to utilise binomial real options analysis. Our

assessment of it is consistent with the classical work of [48], where that value is used based on cost-benefit analysis of

the satisfaction of the architecture to concerns of interests, where the valuation is elicited through the involvement of

experts judgements and/or though the review of system operational logs (if available). This is certainly domain and

case specific; it also depends on the scenarios used for valuation. For our work, we assume that the baseline value

is provided, either systematically (e.g., through the use of widely used architecture evaluation methods for cost and

benefits - e.g., ATAM [30]) or by using back-of-the-envelope expert judgement on the initial value potentials. Similar to

the classical work of [48], we consider that expert judgements, publicly available data benchmarks, and/or previous

experiences of microservice adopters are used to elicit Value0.

VTree is the value V of the cell in utility tree Tree corresponding to binomial tree cell for which AVt is calculated

following traditional approaches in software engineering. In Figure 1, we consider the Value0 to be 1750 by using AWS

pricing tariffs for estimations. Consequently, the AV in cell A for example in the result of adding 1750 to 239.4. (the

value in cell A of Figure 2)

Real option value rise rate (RROV) or fall rate (FROV): this refers to the expected rate of real option value rise or fall at

timestamp t with respect to timestamp t-1 [3, 48]. In the context of Filmflix for example, this refers to the rate at which
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the value of scaling Filmflix — the example real option embedded in Filmflix — would rise or fall across timestamps. It

corresponds to the improvement/deterioration in the architectural value at timestamp t with respect to timestamp t-1,

calculated as follows:

𝑅𝑅𝑂𝑉 = 𝐴𝑉𝑟𝑎𝑖𝑠𝑒𝑑𝑡 /𝐴𝑉𝑡−1 (2)

𝐹𝑅𝑂𝑉 = 𝐴𝑉𝑟𝑒𝑑𝑢𝑐𝑒𝑑𝑡 /𝐴𝑉𝑡−1 (3)

where AVraisedt is the raised architectural value AV for current timestamp t. AVt-1 is the architectural value at the

previous timestamp t-1. AVreducedt is the reduced architectural value AV for current timestamp t. In our work, we use

the same definition and formulas for real option value rise/fall rates as traditionally used in [3, 48]. RROV and FROV
values in Figure 1 are calculated using Equations (2) and (3). For example, 1.03 is the result of dividing 2052.5 by 1989.4

as per (2).

Probability of real option value rise P(RiseROV) / P(FallROV): this is a risk-neutral probability of real option value

rise/fall, calculated based on Equations (4) and (5), respectively. The calculation includes a pre-defined risk-free interest

rate IR representing the expected fluctuations in demand for the system [48]. The value of IR can be elicited from

architects’ expectations or publicly available cross-company data.

𝑃 (𝑅𝑖𝑠𝑒𝑅𝑂𝑉 ) =
(1 + 𝐼𝑅)

(𝑅𝑅𝑂𝑉 − 𝐹𝑅𝑂𝑉 ) ∗ (100 − 𝐹𝑅𝑂𝑉 )
(4)

𝑃 (𝐹𝑎𝑙𝑙𝑅𝑂𝑉 ) = 1 − 𝑃 (𝑅𝑖𝑠𝑒𝑅𝑂𝑉 ) (5)

The P(RiseROV) and P(FallROV) values in Figure 1 are calculated using Equations (4) and (5). We consider the IR to be

0.01 in Figure 1. 0.51 in this Figure is the result of applying Eq. (4).

Real option value (ROV): the real option value quantifies the potential added value if the option is exercised. In the

context of Filmflix this could be the value of exercising the option to scale Filmflix. The real option values in a single

binomial analysis tree are calculated using the equations below in the second stage — backward pass in Figure 1 — of

constructing the tree. The real option value (ROVet) in the final timestamp/option exercising timestamp et of a tree is

calculated using Eq. (6). All ROVt where t≠et are calculated using Eq. (7).

𝑅𝑂𝑉𝑒𝑡 = 𝑀𝐴𝑋 (0, 𝐴𝑉𝐹𝑡 −𝑀𝐶) (6)

𝑅𝑂𝑉𝑡 =
𝑅𝑂𝑉𝑟𝑎𝑖𝑠𝑒𝑑𝑡+1 ∗ 𝑃 (𝑅𝑖𝑠𝑒𝑅𝑂𝑉𝑡 )

100

+
𝑅𝑂𝑉𝑟𝑒𝑑𝑢𝑐𝑒𝑑𝑡+1 ∗ 𝑃 (𝐹𝑎𝑙𝑙𝑅𝑂𝑉𝑡 )

100

∗ (1 + 𝐼𝑅)
100

(7)

where AVFt is the architectural value at Ft and MC is the estimated maintenance cost of the architecture. ROVraisedt+1 is

the raised and ROVreducedt+1 is the reduced real option value at the following option exercising timestamp t+1 of the

backward pass. In Figure 1, ROVs are calculated using AVs in the corresponding cells. We consider the MC for these

calculations to be 500.

We assume the maintenance cost to include the activities required for the health of a running architecture[12, 48]

(i.e., the adapted or un-adapted one) rather than those required for adapting its granularity. These include development,

configuration, securing communication links, and implementing data translation layers. Our process is flexible, making

it possible to integrate coarse-grained cost models (e.g., CostHat [37]) or finer-grained ones, if historical data is available

(e.g., expert judgements, cross-company data, what-if analysis using a simulated ambient environment) to calculate the

maintenance cost. The maintenance cost estimation is assumed to be constant, unless further data becomes available.

At the end of the backward pass, the bottom part of the base cell in the tree (cell A in Figure 1) shows the present
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real option value if the option were to be exercised only at the last timestamp Ft. However, as the potential value of

exercising an option is time sensitive, we have assumed the American view of options (i.e., option can be exercised at

any point before it expires [3]). Exercising an option can enable multiple options (i.e., compound options[29]). Total

real options ROVtotal is calculated using Eq. (8):

𝑅𝑂𝑉𝑡𝑜𝑡𝑎𝑙 = (
𝑖=𝐹𝑡∑︁
𝑖=0

𝑅𝑂𝑉𝑡=0𝑖 ) − 𝑅𝐶 (8)

where i is a counter for the intermediate binomial trees, ranging from 0 to the final timestamp Ft and RC is the

re-structuring cost — the cost of pursuing granularity adaptation. This cost may include taking the microservices of

concern offline, then encoding and enforcing a chosen granularity adaptation strategy and finally re-deploying the

adapted architecture. Similar to maintenance cost, several fine- or coarse-grained cost models can be used to elicit the

re-structuring cost for all of these activities related to pursuing granularity adaptation. Eq. (8) adds the real option value

in the base cells (ROVt=0i ) of multiple binomial trees (each capturing a different range of timestamps) then deducts the

re-structuring cost. Our process is flexible, allowing using cost model to estimate the re-structuring cost (e.g., expert

judgement and/or cross-company-data) when calculating the re-structuring cost. The upper bound of the maximum

range covered by intermediate trees (i.e., Ft in Eq. 8) corresponds to the real option’s expiry date, after which the real

option (e.g., scaling the architecture by replication across rented application servers) becomes unavailable to exercise

(due to the application server’s lease end for example). ROVt=0i is the real option value in the base cell t=0 of the ith

intermediate binomial tree.

To take a decision of adapting the granularity or not, the architect can compare ROVtotal of the real options in the

adapted and un-adapted architectures at runtime. If adapting has larger ROVtotal, it is worth adapting the granularity.

Section 4.4 shows how to combine real options analysis with Bayesian surprises, so that ROVtotal can be adapted at real

time in response to runtime evidence.

4.3 Utilising Bayesian Surprises

Fluctuations in QoS provision at runtime tend to affect the utility of the system which can impact added value. For

example, fluctuations in Filmflix’s performance can impact end users’ rate of uploading reviews, thereby impacting

the added value embedded in Filmflix’s architecture. Therefore, estimates of rise/fall probabilities in real option values

based on expert judgements or cross-company data for example can suffer from under- or over-estimation due to the

dynamic behaviour of architecture and/or the architects’ imperfect knowledge of the highly dynamic microservice

environment.

Therefore, instead of taking a fixed estimation for the probability of rise/fall in real option values, we continuously

update these probabilities at runtime making use of runtime observations of QoS provision and fluctuations of workload.

For example, consider a situation where runtime observations of Filmflix invocation duration and incoming movie

reviews show that a high volume of reviews can negatively impact Filmflix’s invocation duration. This in turn can raise

the probability of real option value rise associated with pursuing granularity adaptation aiming to improve Filmflix

invocation duration. This rise is effective provided that a high volume of requests is expected to continue.

Bayesian surprises quantify the divergence between beliefs (claims [9]) about the system’s behaviour prior and

posterior to observing runtime evidence [9]. No divergence means the belief is verified leading to zero Bayesian

surprise. The larger the magnitude of the surprise the more evidence there is regarding the belief violation. The

concept of Bayesian surprises has been applied in the context of self-adaptive systems (e.g.,[49] and [25]). In these
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applications, Bayesian surprises are used to "identify new situations (regarding the software architecture’s behaviour

or the environment in which it operates) where the current preferences may need to be re-evaluated to improve the

levels of satisfaction of non-functional requirements [49]". Bayesian surprises have not been applied in the context of

microservices nor have they been combined with real option analysis previously. We use Bayesian surprises to quantify

the significance of runtime evidence in updating beliefs about the system’s likely runtime behaviour. We then use

Bayesian surprises to update the probabilities of rise/fall in real option values. Our work is the first to combine Bayesian

surprises with real options analysis and the first to apply it in the context of microservice granularity adaptation.

In this work, we consider a claim that articulates uncertain beliefs in the context of end user workloads. Assume the

scenario where Netflix receives around one billion streaming requests everyday [27]. In this context, the end users are

Netflix subscribers, the workload is the amount of streaming requests and the claim articulates the architects’ belief

about how much the QoS provision of the overall architecture is affected by fluctuations in the streaming workload. A

claim capturing this can be articulated as follows:

• if end user workloads are greater than a pre-defined workload threshold then the QoS provision always becomes

worse than a QoS threshold and,

• if QoS provision is worse than a QoS threshold, this is always caused by the end user workload exceeding the

pre-defined workload threshold.

Other claims can be articulated assessing the impact of other contexts (e.g., organisational changes) on QoS.

When the binomial trees are initially constructed in our process, they are constructed assuming a claim holds true.

However, this claim can be assessed at runtime; if it is violated this calls for updating the trees at runtime since behaviour

of the architecture is not as initially expected. Thereby the values which can be enabled by adapting granularity or

not (which are captured in the binomial trees) are not as initially believed. We acknowledge that this route could be

supplemented in future research with updating the claim thresholds to reflect the runtime evidence on the architects’

beliefs. Below, we explain several concepts necessary to understand how Bayesian surprises work.

Runtime evidence variables (REV): these are variables monitored at runtime; their values indicate violation or

verification of claims. Runtime evidence variables are pairs of each end user workload and corresponding QoS attribute

value recorded at runtime. These pairs are chosen to observe whether the architecture meets the pre-defined thresholds

articulated in the claim or not at runtime.

Claim prior probability P(Claim): this is the probability of a claim to hold true before observing runtime evidence

variables [9]. For example, there is no means of ensuring at design time whether QoS provision will indeed be within the

pre-defined threshold and the workload will be as articulated in the claim. Therefore before a microservice architecture

is deployed, the claim prior probability holding true is assumed to be 0.5. Since there is no runtime evidence observed,

there is an equal likelihood of the claim holding true or being violated at runtime. Thereafter, the prior probability of

the claim is carried over at runtime before observing new runtime evidence variable values. At a high level therefore

the P(Claim) value depends on the availability of evidence related to the architecture’s behaviour prior to assessing the

claim.

Claim posterior probability P(Claim | REV): this is the probability of the claim to hold true assessed in the light

of observing relevant evidence (REV). In our process, the claim posterior probability is only different from the prior

probability if the runtime evidence violates the claim. Our process is flexible regarding the method used to estimate the

posterior probability. Crucially though, this method has to capture the dependence between runtime end user workload

and QoS recorded values (e.g., by using Bayesian networks [55]) rather than assuming independence between them
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(e.g., Naive Bayes [55]). In context of the example claim above, QoS provision depends on the workload and the claim

holding true in turn depends on both.

Bayesian surprise (Sclaim): this is the divergence between the claim prior and posterior probabilities, calculated using

Eq. 9 [9]:

𝑆𝑐𝑙𝑎𝑖𝑚 = 𝑃 (𝐶𝑙𝑎𝑖𝑚 |𝑅𝐸𝑉 ) ∗ log 𝑃 (𝐶𝑙𝑎𝑖𝑚 |𝑅𝐸𝑉 )
𝑃 (𝐶𝑙𝑎𝑖𝑚) (9)

Bayesian surprises only measure the magnitude of the divergence given runtime evidence variable values (REV in Eq. 9)

regardless of the direction (good or nasty surprise). The larger the magnitude of Sclaim, the larger the update regarding

beliefs (articulated in the form of claims) about the system behaviour. Sclaim can take continuous values starting from

zero.

In this paper, we elicit this direction by comparing the trends of QoS attribute values against end user workload

values. A good surprise occurs if the QoS attribute values improve over time even though the end user workload is

above the pre-defined workload threshold. A good surprise promotes keeping the current microservice granularity level.

For example, if the QoS provision is within the QoS threshold articulated in the claim when the workload is beyond the

respective threshold in the same claim, this is a good surprise. In other words, the microservice(s) is behaving better

than expected, calling for not adapting. Therefore if Sclaim is good, it is used to update the binomial tree of not adapting.

A nasty surprise occurs if the QoS attribute values deteriorate over time even though the end user workload is below

the pre-defined workload threshold. Intuitively, a nasty surprise promotes granularity adaptation. For example, if the

QoS provision is beyond the QoS threshold articulated in the claim when the workload is within the respective threshold

of the same claim, this is a nasty surprise. In other words, the microservice(s) is behaving worse than expected, calling

for granularity adaptation. Therefore if Sclaim is nasty, it is used to update the binomial tree of adapting.

Bayesian surprise tolerance threshold — in percentage (TS), in corresponding exact value (T𝑒𝑥𝑎𝑐𝑡𝑠 ): in[25], a surprise

tolerance threshold is pre-defined for every claim to indicate the criticality of the QoS attributes captured in it to the

software architects. Only if the Bayesian surprise triggered on the claim exceeds this threshold will action be taken.

In our context, this action is updating the probability of option rise for granularity adaptation or for keeping the

current architecture at runtime. For every claim, this tolerance threshold is defined at design-time as a percentage by

the software architect (TS in Eq. 10). The higher this percentage the less critical the QoS attribute is to the software

architects. The exact value (T𝑒𝑥𝑎𝑐𝑡𝑠 in Eq. 10) to which this percentage corresponds is calculated during every runtime

iteration of our process given a record of the Bayesian surprises triggered in the previous runtime iterations using Eq.

10.

𝑇 𝑒𝑥𝑎𝑐𝑡
𝑆 = 𝑇𝑆 ∗ (𝑆𝑐𝑙𝑎𝑖𝑚𝑚𝑎𝑥

− 𝑆𝑐𝑙𝑎𝑖𝑚𝑚𝑖𝑛
) (10)

where Sclaimmax is the maximum triggered Bayesian surprise on the claim so far and Sclaimmin is the minimum triggered

Bayesian surprise on the claim so far. TSexact always gets tighter as more runtime evidence is acquired. The larger the

range of triggered surprises, the larger the difference between one T𝑒𝑥𝑎𝑐𝑡𝑠 and the next.

4.4 Proposed Dynamic Evaluation Process

Our novel process determines whether or not it is worth pursuing adaptation at each runtime iteration of our process.

We contribute to a novel evaluation process for dynamically evaluating the worth of pursuing granularity adaptation.

It uses the runtime evidence to update at real time the potential added value of pursuing granularity adaptation. It

extends traditional real options analysis, thereby being the first contribution which enables using real options analysis

at runtime. Bayesian surprises are used to update the probabilities of real option rise or fall in traditional binomial trees.
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This enriches traditional binomial real option analysis with the impact of runtime evidence on the real option values. In

our process, the added value calculation continuously calibrates evidence variables observed over runtime iterations.

In this section we explain the inputs, process, and outputs of our process. We complement this explanation with

Appendix A which includes a more concrete example of applying our process. It uses the same setting which we use in

our evaluation. Appendix A shows which values are plugged into which equations in order, and how the equations lead

our process’s output in a single iteration.

4.4.1 Inputs. We formulate the inputs of our process benefiting from the concepts described in Sections 4.2 and 4.3. Our

inputs capture the potential likely cost and benefit as well as runtime dynamics related to adapting and not adapting

granularity. Software architects can follow these steps when providing input to our process.

(1) Within the microservice monitoring tool of interest, software architects need to determine which microservices

are going to be monitored at runtime using this tool and reasoned about using our process. Our process is flexible

regarding the scope of microservices input to it; the input could be a single microservice or multiple interdependent

microservices. It is worth noting that all inputs in the following steps will be concerning the scope determined

in this step. For example, maintenance and re-structuring costs are estimated for the overall pre-defined scope of

concern. The same reasoning applies to the inputs related to calculating Bayesian surprises. The pre-defined scope

is monitored at runtime for QoSs of concern. Where the scope entails multiple microservices the overall QoS is

monitored at runtime rather than the individual microservices.

(2) Within a tool support for our process, the software architect needs to provide the following inputs for claim

articulation (see Section 4.3):

(a) Runtime evidence variables: the QoS attribute indicated by the architects to be monitored at runtime to assess

the validity of the claim. Without loss of generality, we assume that larger values indicate worse QoS. We

consider the end user workload to be the other runtime evidence variable to be recorded at runtime along with

the indicated QoS attribute. End user workload will measure the runtime end user interest in the QoS attribute

indicated by the software architect;

(b) QoS attribute threshold: the QoS value above/below which QoS of the monitored microservice(s) is considered

by software architects to be unacceptable. A single QoS threshold is required for each claim to be assessed by

our evaluation process. The exact threshold value depends on criticality of the QoS attribute to the software

architect; the more critical a QoS attribute, the tighter the value of QoS attribute threshold would be.

(c) End user workload threshold: the end user workload value below/above software architects expect the monitored

microservice(s) to miss a QoS attribute threshold. A single end user workload threshold is needed for each

articulated claim. The exact end user workload threshold for each claim can be determined by software

architects’ experience regarding the microservice environment, expert judgements, publicly available data

benchmarks, and/or previous experiences of microservice adopters.

(3) Within a tool support for our process, the software architect needs to provide inputs for Bayesian surprise calculation

(see Section 4.3):

(a) Claim prior probability, and, b) Bayesian surprise tolerance threshold.

(4) Within a tool support for our process, the software architect needs to provide inputs for binomial tree construction

(see Section 4.2):

(a) Re-structuring cost, b)Maintenance costs for the adapted and un-adapted architectures, c) Initial architectural

value of the adapted and un-adapted architecture, d) Utility trees for adapting and not adapting, and, e) Option
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expiry date: the predicted number of binomial tree timestamps (in unit days, months or years) corresponding

to the option expiry date. The same numeric value is used for the un-adapted/adapted architectures for fair

comparison of the total real option values.

In Section 5.4, we report on a tool support which can be used to follow the above.

4.4.2 Process. We contribute to a novel evaluation process for dynamically evaluating the worth of pursuing granularity

adaptation. In every runtime iteration of our process, it solicits and monitors runtime evidence then feeds it into

calculating and updating added value. Pseudocode (shown in Alg. 1) — AddedValueUpdate — presents our proposed

evaluation process and Table 1 defines the acronyms used in the pseudocode. Initially, AddedValueUpdate assumes

Algorithm 1 The pseudocode presenting our proposed process; Table 1 defines the acronyms used in the pseudocode

1: procedure AddedValueUpdate
2: Input: RC, MCs Value0,Trees,Ft, Qri name, Tw, Tq, Pclaim, Ts
3: Claim: [Wri > Tw ↔ Qri > Tq]

4: for each ri do
5: if ri=0 then
6: Construct Binomial Real Options Trees for Adapting and Not Adapting using Value0, Trees, Ft, MCs

7: else
8: Carry Binomial Real Options Trees for Adapting and Not Adapting from ri-1

9: end if
10: Solicit and Monitor Q and W

11: Calculate S
claim

and Ts exact

12: if S
claim

=0 OR (S
claim

< Ts exact) then
13: Go to next iteration

14: else if (Qri > Qri-1) AND W < Tw) then ⊲ nasty surprise
15: P(RiseROV

adapting
) * S

claim
/T

𝑒𝑥𝑎𝑐𝑡
𝑠

16: else if (Qri < Qri-1) AND W > Tw) then ⊲ good surprise
17: P(RiseROV

not adapting
) * S

claim
/T

𝑒𝑥𝑎𝑐𝑡
𝑠

18: end if
19: Re-calculate ROV

total

adapting
and ROV

total

not adapting

20: if ROV
total

adapting > ROV
total

not adapting then
21: Suggestionri=Yes

22: else
23: Suggestionri=No

24: end if
25: Output: ROV𝑎𝑑𝑎𝑝𝑡𝑖𝑛𝑔

𝑡𝑜𝑡𝑎𝑙
, ROV

𝑛𝑜𝑡𝑎𝑑𝑎𝑝𝑡𝑖𝑛𝑔

𝑡𝑜𝑡𝑎𝑙
, Suggestionri

26: end for
27: end procedure

the software architects formulate their belief about the system’s runtime behaviour in the form of a claim articulated

as Line 3. A claim is articulated using an input end user workload threshold (Tq) and a corresponding input QoS

attribute threshold (Tq). For example, consider the following claim: “workload > 100 requests ↔ Invocation duration >

1 millisecond". This claim is read in two ways:

• if a microservice(s) receives more than 100 parallel requests, then the invocation duration will always be more

than 1 millisecond and,
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Table 1. AddedValueUpdate acronym definitions

Acronym Term

RC Re-structuring cost of granularity adaptation

MCs Maintenance costs for the adapted and un-adapted architectures

Value0 Initial architectural value

Trees Utility trees for adapting and not adapting

Ft Final timestamp of a single tree (or overall option expiry date)

Qri name QoS attribute name at runtime iteration ri

Tw Workload threshold

Tq QoS attribute threshold

P
claim

Claim prior probability

Ts Bayesian surprise tolerance threshold

t Binomial tree timestamp counter

ri Runtime iteration counter

Qri The value of Qri name

Wri End user workload value at runtime iteration ri

ROV
total

adapting
The total real option value for adapting

ROV
total

not adapting
The total real option value for not adapting

Suggestionri Final verdict of the pseudocode for pursuing granularity adaptation in ri

• if the invocation duration of the microservice(s) is more than 1 millisecond, this is always due to the number of

parallel requests exceeding 100.

The claim is assessed and subsequent analysis is carried out in each runtime iteration (Line 4). The length of time

between runtime iterations determines the rate of soliciting runtime evidence, the rate of updating added values, when

adaptation is pursued. This length depends on the criticality of the application and/or runtime scenario. For example,

when Filmflix is operating during holiday seasons under high workloads then even a short time with poor QoS could

lead to serious consequences.

Therefore, the rate at which this QoS needs to be monitored is high and thereby the length of time between runtime

iterations needs to be in the order of milliseconds. It is worth noting that the length between runtime iterations is

different from the option exercising timestamp. The option exercising timestamp is a point in time (not duration) when

the option is exercised. For example, consider a real option which enable adding a new functionality in Filmflix. The

point in time when this new functionality is added (i.e., the real option is exercised) is the option exercising timestamp.

In each runtime iteration, binomial real options analysis trees are first constructed to calculate the total potential real

option value which can be enabled adapting and retained by not adapting granularity using the inputs and equations

explained in Section 4.2. For the first iteration, the calculation is done using traditional binomial real options analysis

(Line 6). For each following iterations, no manual construction is required. Instead, the most-up-to-date binomial trees

are carried over from the end of previous iteration (Line 8). Then the quality Qri and workload Wri values are recorded

(Line 10) and analysed to update probabilities of option rise in the binomial trees if need be (Lines 14 to 18).

The analysis is done by calculating Bayesian surprise Sclaim regarding the claim and the exact Bayesian surprise

tolerance threshold T𝑒𝑥𝑎𝑐𝑡𝑠 (Line 11). No probability update is required if the Bayesian surprise is zero (the claim is

verified) or below T𝑒𝑥𝑎𝑐𝑡𝑠 (Line 12). Otherwise, option value rise probability updates will be performed. Using the same

claim example above, if the invocation duration is 1.05 milliseconds when there are 101 parallel requests, the claim

is violated. Therefore, Sclaim is greater than zero in this iteration. However, if T𝑒𝑥𝑎𝑐𝑡𝑠 is greater than Sclaim, then this

violation of the claim is not significant enough to have an impact on the adaptation decision.

Intuitively, a nasty surprise promotes granularity adaptation. For example, if the invocation duration is 2.5milliseconds

when there are only 75 parallel requests, this is a nasty surprise. In other words, the microservice(s) is behaving worse
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than expected, calling for granularity adaptation. Therefore, the probability of option rise in adapting granularity is

increased if a nasty surprise is encountered (Line 15). The factor by which the probability is increased depends on the

significance of the Bayesian surprise. A more significant Bayesian surprise is further away from the surprise tolerance

threshold than a less significant surprise. For example, if the invocation duration is 10 milliseconds for 50 parallel

requests, this is a more major claim violation than if the invocation duration is 1.75 milliseconds for 95 parallel requests.

We reflect this significance as a fraction of the calculated Bayesian surprise over the exact surprise tolerance threshold

(Sclaim / T𝑒𝑥𝑎𝑐𝑡𝑠 ).

Conversely, good surprise promotes keeping the current microservice granularity level. For example, if the invocation

duration is 0.8 milliseconds when there are 110 requests, this is a good surprise. In other words, the microservice(s)

is behaving better than expected, calling for not adapting. Therefore, the probability of option rise in not adapting

granularity is increased by the (Sclaim / T𝑒𝑥𝑎𝑐𝑡𝑠 ) factor if a good surprise is encountered. Once the probabilities of option

rise and fall are updated according to the direction of the Bayesian surprise, the updated total real option values are

calculated which correspond to adapting and not adapting (Line 19).

4.4.3 Outputs. At the end of each runtime iteration, the pseudocode suggests adapting granularity (Line 21) or keeping

the current architecture (Line 23). The output is presented as a final verdict regarding pursuing granularity adaptation

(Suggestionri) and the total real option values used to arrive at this verdict (Line 25). Following the process’s suggestion

in this case is a cautious approach to avoid unjustified adaptation that will not introduce added value to the architecture

but rather incur unnecessary re-structuring and maintenance costs. In this case, all the inputs to the current runtime

iteration are carried over to the next one.

On the other hand, if the total real option values corresponding to adapting are greater than not adapting (Line 20),

the pseudocode outputs a suggestion to pursue adaptation in runtime iteration ri (Line 21) along with the total real

option values used to arrive at this verdict (Line 25). Following the process’s suggestion to pursue adaptation in this

case is a cautious approach to introduce the added value in the real options rather than taking a reactive route which

could result in missing opportunities for economic gains.

The output real option values represent the potential added value of pursuing (or refraining from) granularity

adaptation (thereby answering RQ1). Our process captures uncertainty regarding this potential added value — due to

workload fluctuations or unexpected microservice behaviour for example — by utilising binomial real options analysis.

By definition, binomial trees incorporate the probability of real option values rising and falling over time (thereby

answering RQ2). Our process updates uncertainty regarding potential added value by carrying out Lines 12-19 of Alg. 1

(thereby answering RQ3).
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5 EVALUATION

We evaluate the extent to which our contribution addresses the problem formulated in Section 3. We leverage goal-

question-metric (GQM) approach [11] to provide systematic guidance for identifying the metrics that can drive the

evaluation relative to goals of interest:

(1) Goal: The goals of our evaluation are to reveal (1) the unique benefit of our evaluation process over state-of-

the-practice in reasoning about microservice granularity and, (2) the expressiveness of our evaluation process

compared to traditional binomial analysis in terms of capturing runtime dynamism of microservice architectures

and reflecting that dynamism on added value calculations.

(2) Question: Related to the first goal above the questions of concern are: Q1: What inputs are required and what

outputs are available in our evaluation process but not in other tools? and Q2: Why are the unique inputs and/or

outputs of our process beneficial for reasoning about microservice granularity? Related to the second goal above

the question of concern is: Q3: How does runtime evidence change the output of our process and that of traditional

binomial analysis? Sub-questions include:

• When is a surprise triggered in our approach?

• Does triggering surprises lead to a more informed verdict than that of traditional binomial analysis?

(3) Metric: To answer Q1, we have defined the following metrics: M1: The number of inputs of our process. M2: The

number of inputs of the industrial tool of concern. M3: The number of outputs of our process. M4: The number

of outputs of other tools compared to our process. In other words, we measure whether there are more inputs

and/or outputs in our process compared to other tools to highlight which inputs/outputs are unique to our

evaluation process. To answer Q2 above, these metrics can be used to compare and to discuss the implications

of these input/output differences thereby highlighting why these unique features are beneficial for addressing

the target problem of this paper. Related to Q3 above the metrics of concern are: M5: trends in ROV in response

to trends in runtime evidence and, M6: point-wise changes in ROV compared to traditional binomial analysis.

M5 shows how runtime evidence changes the output of our process (addressing the first part of Q3). M6 shows

how runtime evidence changes the output of traditional binomial analysis (addressing the second part of Q3).

We facilitate investigating the metrics by setting up a controlled experiment on a Filmflix case study. We consider

controlled experiment on Filmflix to be the most appropriate evaluation means for investigating metrics of concern; it

provides significant scale for answering them. In particular, looking at microservice-related literature (e.g., [1, 19, 22, 24,

31, 32, 42, 43, 58], and [15]), we observed that microservice-specific proposed architectural design support processes

can be evaluated on case studies of comparable scale and scope of functionality to Filmflix.

We implement the initial Filmflix architecture using AWS Lambda. AWS Lambda “is a computing service that lets

you run code (which fits different templates — including a microservice template) without provisioning or managing

servers [7]." AWS Lambda wraps the source code as a Lambda function. We inject three different trends of end user

workload (stepwise, single spike and multiple spikes) into the Lambda function at runtime. This variation in trends

allows us to show clearly how the process reflects runtime dynamics on the calculation of added value of granularity

adaptation. We thereafter record the QoS attribute values using AWS CloudWatch [6] for each workload trend and use

the records for our evaluation.

In Section 5.1 we describe a controlled experiment setting. Using the same setting, we apply our process and

traditional binomial analysis separately when injected with each workload trend described above.
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In Section 5.2 we compare our process’s output against the output of AWS Cloudwatch — a representative state-

of-the-art microservice runtime monitoring tool — in the controlled experiment setting. The comparison shows

tangible evidence of our process’s benefits in linking the technical decision of granularity adaptation to its potential

added value (thereby addressing the first goal above). Additionally, we discuss the features provided by three other

state-of-the-practice tools — Rieman, X-Pack, and IBM Bluemix — versus the features provided by our process.

In Section 5.3, we use the setting from Section 5.1 to compare our evaluation process with traditional binomial real

options analysis. Our comparison shows that our process goes beyond traditional real options analysis by successfully

performing real time updates of added value in response to runtime evidence variable values (e.g., workload variations).

Successfully reflecting runtime dynamics means our process can track and update at runtime the potential added value

of microservice granularity adaptation.

In Section 5.4, we report on a Java implementation of our process to show its feasibility as a tool support after having

discussed how our contribution meets the evaluation goals.

5.1 Experimental Setup

We consider the following setting of parameters for a controlled experiment that applies our process’s calculations

on Filmflix’s initial architecture. The parameters described below map partially to the inputs listed in Section 4.4.1. In

particular, there are some additional points here to give context to the way we set up the experiment (e.g., runtime

iteration duration, monitored microservices). Since we are applying our process in a controlled experiment setting,

we consider tighter than typical values for the claim thresholds on invocation duration and review string lengths

provided to our process as input. These tight values give an insight into how our process operates on both significant

and non-significant Bayesian surprises given different workload trends. These insights can also be transferable to cases

where the claim thresholds are typical rather than tight.

• Microservice: Since MovieReview encapsulates other microservices in the initial architecture, we choose to monitor

MovieReview at runtime to get a comprehensive view of the system’s behaviour given different workload trends.

However, we do acknowledge that monitoring larger or smaller parts of the architecture can serve other rationales

(e.g., pinpointing the cause of a malfunctioning system).

• QoS attribute (a runtime evidence variable): We assume microservitization is driven by enhancing high performance

provision. We measure performance using the invocation duration of MovieReview, monitored at every runtime

iteration of our evaluation process.

• Workload (a runtime evidence variable): Each review string corresponds to a separate call to the MovieReview AWS

Lambda function. Since MovieReview encapsulates two other microservices, each review string corresponds to

two internal invocations to ReviewUpload and ReviewRegulation. To show how our process reflects the workload

fluctuations on the calculation of added value at runtime, we consider workload as the written review string submitted

by the end user. Furthermore, we control this workload at runtime by varying each review string length. We separately

inject three different trends of review string lengths (step-wise increase in lengths, single spike, multiple spikes with

complying and non-complying review strings). Step-wise increase means every couple of injections the length of

the string is increased by a fixed number of sentences. Single spike workload means that most string lengths vary

by a fixed small number of sentences. Only one string in this workload is much longer than the others creating a

spike. Multiple spikes follows a similar trend to the single spike except there are two injections where the injected

string is much longer than the rest of the workload. In the real world, the workload will be monitored rather than
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controlled. However, controlling one of the runtime evidence variables by injecting different trends of end user

workload allows evaluating the effectiveness of our process in capturing the primitive cases of runtime dynamics

and reflecting them on the added value calculations. In an industrial setting, we envision that workload fluctuations

would be permutations of these cases.

• QoS attribute threshold: To ensure that significant Bayesian surprises are triggered at runtime, we assume a tight

invocation duration threshold of 1 millisecond when articulating the claim to be assessed at runtime.

• End user workload threshold: To ensure that a range of significant and un-significant Bayesian surprises are triggered

at runtime, we use 100 sentences as the workload threshold when articulating the claim. We infer this threshold by

testing our implementation of the initial architecture. The testing shows that for reviews more than 100 sentences

long, MovieReview calls for extra regulatory reviews from ReviewRegulation.

• Claim: Given the thresholds above, we consider the claim to be assessed at runtime as a claim using if and only if

(↔): “review string length > 100 sentences ↔ Invocation Duration > 1 millisecond". We acknowledge that these

claims can be set in the future as alarms within in AWS CloudWatch to alert our evaluation process whenever a

claim is violated. In that case, our evaluation process would become more event-based rather than iterative.

• Bayesian surprise tolerance threshold: To stress test our process, we assume that improving performance is critical to

the software architects, calling for a tight Bayesian surprise tolerance threshold (15%).

• Claim posterior probability:We use Bayesian networks [55] to calculate the claim posterior in each iteration. Bayesian

networks allow us to capture the dependency between review string length, invocation duration, and the truth of

the claim. The posterior probability of the claim holding true (P(Claim | REV) in Eq. (5.1)) is derived from frequency

tables. Each record in the table has a combination of invocation duration, review string length (the REV ) ranges

and the corresponding number of times the claim held true (𝑡
𝑆𝑡𝑟𝑖𝑛𝑔𝐿𝑒𝑛𝑔𝑡ℎ,𝐼𝑛𝑣𝑜𝑐𝑎𝑡𝑖𝑜𝑛𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛

𝑐𝑙𝑎𝑖𝑚
), and/or was violated

(𝑓
𝑆𝑡𝑟𝑖𝑛𝑔𝐿𝑒𝑛𝑔𝑡ℎ,𝐼𝑛𝑣𝑜𝑐𝑎𝑡𝑖𝑜𝑛𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛

𝑐𝑙𝑎𝑖𝑚
) within that range. The posterior probability is derived from the correct record of

the frequency table as:

𝑃 (𝐶𝑙𝑎𝑖𝑚 |𝑅𝐸𝑉 ) =
𝑡
𝑆𝑡𝑟𝑖𝑛𝑔𝐿𝑒𝑛𝑔𝑡ℎ,𝐼𝑛𝑣𝑜𝑐𝑎𝑡𝑖𝑜𝑛𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛

𝑐𝑙𝑎𝑖𝑚

𝑡
𝑆𝑡𝑟𝑖𝑛𝑔𝐿𝑒𝑛𝑔𝑡ℎ,𝐼𝑛𝑣𝑜𝑐𝑎𝑡𝑖𝑜𝑛𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛

𝑐𝑙𝑎𝑖𝑚
+ 𝑓

𝑆𝑡𝑟𝑖𝑛𝑔𝐿𝑒𝑛𝑔𝑡ℎ,𝐼𝑛𝑣𝑜𝑐𝑎𝑡𝑖𝑜𝑛𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛

𝑐𝑙𝑎𝑖𝑚

(11)

• Runtime iteration duration: Assuming that improving the performance is critical to software architects and given that

the QoS attribute threshold is in the order of milliseconds, the length of each runtime iteration of our process needs

to be in the order of milliseconds as well. Therefore, we assume the runtime iteration is 5 milliseconds long. We

inject a single review string in each runtime iteration.

• Option expiry date: The option expiry date dictates the number and depth of constructed binomial trees. Therefore,

we consider three timestamps as the option expiry date to avoid prohibitive computational costs in each iteration of

our process. In other words, an option enabled by adapting or retained by not adapting will be available for three

runtime iterations after pursuing adaptation.

• Maintenance cost of the adapted architecture:we use CostHat [37] (explained in Section 4.2) to estimate themaintenance

cost if granularity is adapted. We define the service call graph for a sample adapted architecture —where MovieReview

and ReviewRegulation are merged into a single microservice — and calculate the maintenance cost for this sample.

In particular, there would be calls cascaded from MovieReview to and from ReviewUpload for each request from

the end user to the application. Cascading calls in each direction cost an average of £150 when all four parameters

of CostHat are considered. Therefore, the overall maintenance cost of the adapted architecture would be £300. We
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acknowledge that this value can be further elaborated if the specific manner of adapting granularity is known and/or

other more fine-grained cost models are used.

• Maintenance cost of the un-adapted architecture: we use CostHat to estimate the maintenance cost of keeping the

initial architecture. For our case, this is the maintenance cost given that the MovieReview microservice cascades calls

to both the ReviewUpload and ReviewRegulation microservices in the initial architecture and then ReviewUpload

cascades a call back to MovieReview. Each cascaded call costs on average £170 using CostHat, totalling to an average

of £500. We acknowledge other cost models can be used to estimate this cost.

• Re-structuring cost: we assume architect judgement is used to estimate re-structuring cost in our evaluation. There

are three microservices in the initial architecture: ReviewUpload, ReviewRegulations, and MovieReview. Amending

each microservice can require an average £500, totalling to £1500 for re-structuring the initial architecture. This cost

can alternatively be elicited more accurately from publicly available cross-company data. However, this experiment

is more concerned about illustrating the impact of runtime dynamics in our evaluation rather than soundness of the

underlying cost estimations.

This setting covers situations where we expect to see nasty surprises, good surprises, and the claim being assessed.

5.2 Results: Capturing Added Value Under Uncertainty (Addressing First Evaluation Goal)

We highlight the unique benefits of our evaluation process thereby addressing the first goal of concern. Figure 3 shows

the invocation durations of MovieReview when monitored using AWS CloudWatch for 14 runtime iterations in the case

of stepwise workload increase. In Figure 3, every two increments on the x-axis corresponds to increasing the length of

the review string by 30 sentences. After 20:00:00.25, the invocation duration decreases despite continuing to increase

the workload stepwise. It is worth noting that the output of AWS CloudWatch is produced in milliseconds rather than

in monetary terms (as is the case in our process). AWS Cloudwatch does not show the ramification on added value

when answering the question of when to adapt microservice granularity (or not) at runtime.

Figure 4 presents the output of utilising our process; it shows the total potential real option values which can be

enabled by adapting and by not adapting the granularity in the same runtime iterations given the invocation durations

in Figure 3. Figure 4 provides a value-driven basis to reasoning about granularity adaptation decisions. For example,

runtime iteration 5 shows the total potential real option value which would be enabled by adapting and the value

retained by not adapting. As the option value is higher when adapting than when it is retained, therefore adapting is

suggested at the end of iteration 5. The ability to take added value into account is a unique benefit of our approach.

Comparing Figures 3 and 4, only the latter provides value-driven justification for pursuing adaptation by presenting

its ramifications related to added value. If Figure 3 is used alone to answer the question of whether to pursue adaptation

or not in iteration 13, intuitively the architects would decide to pursue granularity adaptation to reduce the invocation

duration which had increased over the previous two iterations. On the other hand, Figure 4 suggests keeping the current

granularity level in iteration 13 despite the increase in invocation duration. Therefore, relying on AWS Cloudwatch

alone gives less informative insight compared to our contribution’s insights regarding the ramifications of granularity

adaptation decisions.

In Figure 3 there is no spike in invocation duration at 20:00:00.40. However, the corresponding iteration 8 in Figure 4

promotes adapting since the maintenance cost of the un-adapted architecture is higher in this runtime iteration. If only

AWS Cloudwatch is used to answer the question of whether to adapt or not in iteration 8, the intuitive answer would

be not to adapt since there is no apparent technical benefit. The technical decision ignores the potential option value,
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Fig. 3. AWS CloudWatch output for stepwise workload increase (i.e., increasing the review string by 30 sentences) injected to Filmflix
in Section 5.1

Fig. 4. Corresponding output of our process over same time period as in Figure 3; 1 runtime iteration = 5 milliseconds; the blue line
refers to the real option values of adapting granularity while the orange line refers to the real option values of keeping the granularity
level unchanged

that if factored in, would change the adaptation decision. Factoring cost factors in value-driven assessment means our

contribution provides a more effective means to reason about granularity adaptation leading to a different decision

altogether. Therefore, the output of our process is more informed compared to that of AWS Cloudwatch when used to

reason about pursuing granularity adaptation. On the other hand, we acknowledge that the input to our process is

more complex than that to AWS Cloudwatch. Looking at the metrics of concern, using our process creates a trade-off

between complex input and beneficial output. On the other hand, using AWS Cloudwatch does not require complex

input but does not provide as beneficial output as our process.

Further delving into Figure 4, we observe two iterations where adaptation was suggested: 5 and 8. Depending on

the specific granularity adaptation strategy pursued, these consecutive suggestions can represent situations where a
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strategy and its reverse are conducted. For example, consider a case where two microservices are merged in iteration

5 then the same ones are decomposed back as they were in iteration 8. Such cases can raise a point against merging

these two microservices in the first place. However, had they have been left un-merged for iterations 6 and 7, these

microservices could have led to potential reductions in added value for the overall architecture. Such reduction, for

example, could be of high significance in safety-critical microservice architectures. Therefore, our process strives for

introducing added value to the microservice architecture whenever possible even if for a small number of runtime

iterations. It is worth noting that the length of each runtime iteration also has a high impact on the effectiveness of our

process in suggesting adaptation at appropriate runtime iterations.

Looking at other industrial runtime monitoring tools, the X-Pack plug-in provides the most flexibility for monitoring

the health of microservice applications at runtime [40] to our knowledge. In particular, this plug-in is compatible

with cloud container providers (e.g., Elastic Search, Docker), logging tools (e.g., Logstash), and visualisation tools (e.g.,

Kibana) popular among microservice adopters. Depending on the logging and visualisation settings, different forms of

data analytics can be carried on recorded values of these metrics (e.g., aggregation). Riemann [53] and IBM Bluemix

[28] take an event-driven approach to monitoring by setting alerts on specific events or diagnosing event streams.

Overall, to answer Q1 related to the first evaluation goal, most of the inputs listed in Section 4.4 are unique compared

to the tools discussed above. Regarding output, the examined tools do not explicitly perform any value-driven analysis

or output value of granularity adaptation decisions on the recorded raw data like we do in our process. To answer Q2

related to the first evaluation goal, the output of our process is more informed despite being less user-friendly than

other tools in some cases. On the other hand, the input to our process can be comparable in complexity relative to other

tools.

Nevertheless, these tools are complementary rather than alternative to our process. They are all very suitable

candidates to flexibly record a plethora of runtime evidence variables which can be used in our process. Other state-of-

the-practice microservice orchestration platforms which can benefit from our value-driven analysis include Kubernetes

[20] and Istio [5].

5.3 Results: Capturing Microservice Runtime Dynamics (Addressing Second Evaluation Goal)

To address the second evaluation goal as formulated using the GQM framework, we compare applying our process

in the controlled experiment setting to applying traditional binomial real options analysis in the same setting. We

calculate the total real option values which can be enabled by adapting and or retained by not adapting over 14 runtime

iterations for each workload trend. We assume that the cost estimations are constant across the runtime iterations

except for two cases where we manually update them. In this setting, we expect to see the following surprise trends:

• We expect the stepwise increase in workload to trigger a nasty surprise if the invocation duration is greater

than 1 millisecond for strings less than 100 sentences long.

• We expect a good surprise if the invocation duration is less than 1 millisecond for strings larger than 100

sentences long.

• In the single spike workload, we expect to see the claim verified (i.e., invocation duration greater than 1

millisecond) when the review string is exceptionally long. Following that claim verification, we expect a good

surprise to be triggered as the QoS improves (i.e., becomes less than 1 millisecond) after that spike. We expect

to see a similar trend of claim verification followed by good surprises in the multiple spikes workload.
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Table 2. Red cells = a nasty surprise is triggered; green cells = a good surprise; yellow cells = a surprise below the Bayesian surprise
tolerance threshold T_s; grey cells = claim held true

Monitoring Timeslot

1 2 3 4 5 6 7 8 9 10 11 12 13 14

Review String Length/sentences 20 20 50 50 80 80 110 110 140 140 170 170 200 200

Invocation Duration/milliseconds 0.41 0.31 0.29 0.32 2.94 2.93 0.34 0.28 0.35 0.29 0.32 0.33 0.42 0.3

Bayesian surprise 0.194 0.06 0.147 0.07 0.246 0.147 0.07 0.66 0.07 0.07 0.07 0.07 0.07 0.194

Review String Length/sentences 20 20 50 50 80 80 110 110 140 140 1000 170 170 200

Invocation Duration/milliseconds 0.45 0.33 0.36 0.33 0.45 0.33 0.36 0.42 0.4 0.56 1.55 0.35 0.46 0.36

Bayesian surprise 0.195 0.08 0.147 0.08 0.246 0.147 0.06 0.06 0.07 0.66 0 0.195 0.06 0.05

Review String Length/sentences 20 20 50 50 80 80 110 1000 110 170 170 170 1120 170

Invocation Duration/milliseconds 0.53 0.38 0.41 0.46 0.51 0.4 0.43 1.55 0.35 0.46 0.35 0.28 2.9 0.35

Bayesian surprise 0.195 0.09 0.166 0.06 0.05 0.799 0.33 0 0.66 0.07 0.05 0.29 0 0.19

Fig. 5. Comparing real option values to be enabled by adapting and retained by not adapting granularity in the scenario with stepwise
workload increase using our process against traditional analysis

Table 2 shows the data used to generate our contribution’s outputs (Figures 5, 6, and 7). In Figures 5, 6, and 7, a

point-wise comparison of our process against traditional binomial analysis reports fluctuation in the total real option

values due to the real time calibration of the value enabled by adapting (or not). In contrast, traditional binomial analysis

reports constant results for the total real option values. In the remainder of this subsection, we discuss the trends in

ROV relative to those in REV for Figures 5, 6, and 7.

In Figure 5, runtime iteration 5 corresponds to a nasty surprise (0.246 in Table 2). The claim is violated since the

invocation duration was greater than 1 millisecond for a review string less than 100 sentences long. It indicates that the

system is behaving worse than initially believed. The triggered Bayesian surprise is nasty as per our first expectation

regarding our contribution’s behaviour. Therefore it increases the total real option value to be enabled by adapting,

triggering a suggestion to adapt in this runtime iteration. It is up to the architect to take or to leave this suggestion.

Our contribution provides the suggestion along with the objective justification for it in terms of potential added value.



1197

1198

1199

1200

1201

1202

1203

1204

1205

1206

1207

1208

1209

1210

1211

1212

1213

1214

1215

1216

1217

1218

1219

1220

1221

1222

1223

1224

1225

1226

1227

1228

1229

1230

1231

1232

1233

1234

1235

1236

1237

1238

1239

1240

1241

1242

1243

1244

1245

1246

1247

1248

24 Hassan, et al.

Fig. 6. Comparing real option values to be enabled by adapting and retained by not adapting granularity in the scenario with single
spike workload using our process against traditional analysis

Fig. 7. Comparing real option values to be enabled by adapting and retained by not adapting granularity in the scenario with multiple
outliers in workload using our process against traditional analysis

Therefore, our contribution provides a more informative suggestion regarding granularity adaptation compared to

traditional binomial real options analysis. From iteration 9 to 13, the stepwise increase in workload does not trigger a

significant surprise since shifts in the observed invocation duration are insignificant given the shifts in review string

lengths.

In Figure 6, between iterations 9 and 10, the invocation duration has fluctuated even though the review string length

has not changed. This combination gives significant information about the system’s runtime behaviour triggering a

nasty surprise above the tolerance threshold in runtime iteration 10. In iteration 11, a string 1000 sentences long is
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injected and the invocation duration is greater than 1 millisecond. Therefore, the claim was verified in iteration 11

leading to zero Bayesian surprise, so the total real option values in our process and the traditional analysis were the

same. The claim is then violated in iteration 12 triggering a good surprise (0.195) since the invocation duration was less

than 1 millisecond for a review string longer than 100 sentences. This aligns with our second expectation regarding our

evaluation process’s behaviour. The Bayesian surprise in runtime iteration 12 therefore indicates that the situation

in iteration 11 was a single spike and thereby our process calls for not adapting at iteration 12. This trend of claim

verification followed by a good surprise aligns with our third expectation regarding our contribution’s behaviour. Even

though the traditional binomial real options analysis leads to the same verdict for that iteration, the total real option

value corresponding to not adapting is higher in our process. This shows our process can more confidently argue for

the verdict in terms of a higher total real option value corresponding to not adapting due to the runtime evidence

records for iterations 11 and 12.

In Figure 7, between iterations 11 and 12 in the multiple spikes workload, the fluctuation of invocation duration

triggered a good surprise at iteration 12. Runtime iterations 9 and 14 show good surprises (0.66 and 0.19, respectively).

In iterations 9 and 14 the claim is violated since the invocation duration is less than 1 millisecond after exceptionally

long strings are injected in iteration 8 and 13, respectively. Similar to Figure 6 and as per our expectation, there claim

verification is followed by a good surprise in the multiple spikes workload as well.

However, the total real option value corresponding to not adapting in runtime iteration 14 is less than in iteration

9. This indicates that the smaller surprise in iteration 14 is due to less confidence about the behaviour of the system

when long strings ("spikes") are injected frequently. This shows that our process can explicitly capture changes in the

confidence as runtime evidence accumulates. The software architect can find this accumulated information useful in

possible updates of the claim threshold. This can be done by calculating the mean review string length and invocation

durations observed after a window of runtime iterations then mapping that to more relaxed claim thresholds.

Iteration 8 in Figure 5 and iteration 6 in Figure 7 show the impact of manual cost updates on the output of our

process. Here we increase the maintenance cost of the un-adapted architecture when performing calculations using

our process. The maintenance cost is kept constant when performing calculations using traditional binomial analysis.

Despite the good surprises (0.66 in iteration 8 for stepwise workload increase and 0.799 for multiple spikes workload),

our process promotes adapting for these iterations due to the high maintenance costs for the un-adapted architecture.

This shows that our process can capture the runtime dynamics of cost as well. Traditional real options analysis might

be able to only capture runtime dynamics if it is applied every time the costs are manually updated.

Overall, to answer Q3 related to the second evaluation goal, surprises in our approach are triggered when the

monitored microservice(s) behave worse than expected within the end user workload threshold or when they behave

better than expected beyond the end user workload threshold in each controlled experiment setting. Whenever surprises

are triggered, the output of our process fluctuates, sometimes leading to a different verdict. The fluctuation in output

incorporates rather than discards runtime evidence coming from the triggered surprises. Traditional binomial analysis

is therefore less informed because it discards runtime evidence coming from the triggered surprises.

5.4 Proving Feasibility for Tool Support

We implement the AddedValueUpdate pseudocode into a Java tool to prove the feasibility of providing an interactive

runtime decision support for microservice granularity adaptation grounded on our novel evaluation process. The tool

first takes the inputs related to calculating Bayesian surprises (Figure 8), including location of the files where the

runtime evidence variables values will be streamed. The tool then takes the inputs related to construct the binomial
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Fig. 8. Capturing inputs for calculating Bayesian surprises for the first iteration of our evaluation process used in the experiment in
Section 5.3

Fig. 9. Capturing the utility tree of adapting for the first iteration of our evaluation process used in the experiment in Section 5.3

trees for adapting (Figure 9) and not adapting the architecture (Figure 10) for the first runtime iteration. At the end of

each iteration, the tool outputs a suggestion to adapt or not along with the real option value on which the suggestion is

grounded (Figure 11).

Figures 8 to 11 also illustrate how even a primitive implementation of our process can abstract away internal

calculations of AddedValueUpdate from the software architect. In particular, software architects do not need to have

extensive knowledge of Bayesian surprises or binomial real option analysis to use our process. Nevertheless, they need

to have sufficient knowledge of the sources from which they will obtain inputs to our process and to understand which

source corresponds to which input field in the tool support. This knowledge can be provided to the architects either

through help guides within the tool or by training them before using the tool. Regardless of the means of delivering

the knowledge, its simplicity is more important. For example, the architect has to provide Bayesian surprise tolerance

thresholds as input. Instead of explaining the intricate Bayesian surprise formulas, the architect can be asked to rank

the claims in terms of relative importance. At the back-end of the tool then this can be translated to tolerance threshold

percentages such that the higher the ranking of the claim the lower the corresponding tolerance threshold percentage.

Another example is obtaining the maintenance cost estimates from the architect. To obtain these values it is important

to show the architect the definitions of the terms corresponding to these values. Presenting term definitions will then

help the architects decide on the suitable cost model to use for obtaining these values.
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Fig. 10. Capturing the utility tree of not adapting for the first iteration of our evaluation process used in the experiment in Section 5.3

Fig. 11. Suggesting keeping the current architecture after the first iteration of our evaluation process

6 THREATS TO VALIDITY

We reflect on threats to validity of our evaluation results: internal, external, conclusion, and construct threats.

Internal: We acknowledge that the underlying techniques used in providing inputs to our process and setting up

its usage greatly affect the extent to which our process is beneficial to microservice adopters. In our evaluation, we

try to mitigate this issue by: 1) attempting to use suitable techniques for obtaining input values (e.g., CostHat and

frequency tables) and, 2) varying the input values to stress test our process (e.g., injecting different workload trends to

the monitored microservice).

External: Despite the evaluation being in a controlled Filmflix setting, we envision that our results are transferable to

any microservice application domain for the following reasons: 1) the input values can hold different values depending

on context, 2) our process is flexible regarding the input estimation techniques used, and 3) the rigour of our process can

be changed depending on the context. To mitigate the bias of a controlled experiment setting, we stress test and varying

inputs to our evaluation process. However, a plethora of industrial experiments is certainly desirable for independent

evaluation and subject to future research due to space limitations.

Conclusion: Our monitoring has focused on chosen variables. The controlled experiment nature has stipulated

controlling other inputs to our process apart from the monitored ones (i.e., workload and QoS attributes) or manually

updated ones (i.e., maintenance cost) ensures that changes in the output are caused by changes in independent inputs.

Though control may suffer bias, it is necessary to understand how our models are sensitive under various inputs that

can be experienced in untypical usage scenarios.

In Section 5, we argue that Filmflix is of comparable size and scope to case studies used in relevant literature.

Nevertheless, we acknowledge the threats to evaluation due to the controlled nature of the experiments. Though an

effort was taken to analyse tighter than normal input parameters, we can see the need for further experimentation to

cover systems from various microservice domains, scopes and scales. Such a wide range of uncontrolled experiments

will factor into the evaluation observations, dynamism and uncertainties that may have been missed in our controlled
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experiment. A larger experiment setting will provide us with more data points to further reflect on the strengths and

weaknesses of the approach. Evaluation in a uncontrolled environment would expect to factor in more goals, questions

and metrics that go beyond the controlled setups; these can be application dependent, domain- and case-specific. Our use

of the GQM framework provides us with the flexibility to extend the evaluation, by considering more goals, questions

and metrics.

Experimenting with larger case studies can pose manual overhead challenges when collating the input parameters

required for the experiment. To reduce this overhead, our approach can be initially applied to a high-level model

that mirrors the scale of the microservice architecture under investigation. The evaluation can then be conducted on

sub-system within the microservice architecture of interest to the architect, while considering dependencies with other

parts of the system.

Construct:We acknowledge that the suitability of binomial real options analysis for our contribution can be questioned

due to the existence of other well-established architectural design decision evaluation processes in the literature. Section

3 argues that the target problem of this paper is best formulated as a real options problem. Hence, we found binomial real

options analysis to be a suitable fit for evaluating the worth of pursuing granularity adaptation. We further acknowledge

that the suitability of Bayesian surprises as a means to transit this analysis to runtime can be questioned due to

limited application of this concept in the literature. However, our choice was motivated by striving for consistency in

calculations and utilising runtime evidence. Binomial real options heavily utilise probabilities and Bayesian surprises

also takes probabilities as input for calculation. Bayesian surprises relies on runtime evidence for assessing claims

and our target problem requires runtime value updates. An interesting future research direction would be to update

binomial trees at runtime using quantifications other than Bayesian surprises.

7 CONCLUSION AND FUTUREWORK

We reported on a novel formulation of the decision to pursue granularity adaptation as a real options problem, inspired

by the theory of Baldwin and Clark [8]. We proposed a novel dynamic evaluation process that combines binomial real

options analysis with Bayesian surprises to assess the added value of adapting granularity (or not) in microservices.

Our work is the first to:

• Dynamically evaluate the potential added value under uncertainty related to pursuing microservice granularity

adaptation.

• Enable dynamic application of binomial real options analysis with run-time update for its parameters; this is

contracted to the traditional/ static design time usage.

• Apply the concept of Bayesian surprises in the context of binomial real options analysis and in microservice

granularity adaptation.

We compared the output of a representative industrial microservice runtime monitoring tool — AWS Cloudwatch —

against the output of our evaluation process. We further discussed the differences between the features provided by

three other state-of-the-practice microservice monitoring tools — X-Pack, IBM Bluemix, and Riemann — versus those

provided by our evaluation process. The results provide tangible evidence on the benefits of linking runtime granularity

adaptation decisions to their added value under uncertainty. We also use a controlled experiment to show how our

process goes beyond traditional application of real options by revealing the impact of runtime variations in workload

on the added value.
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In the short term future, our evaluation can be further strengthened. For example, we intend to experiment with: (1)

observing rather than controlling workload and, (2) using alarms within AWS Cloudwatch to alert when claims are

violated.

In the long term future, our proposed evaluation process opens up the path to answering another crucial related

question: which granularity adaptation strategy (e.g., decomposing a microservice with unrelated features) is suitable

at a certain point at runtime? To study this question, we will investigate how machine learning techniques can help in

pruning the candidate space of granularity adaptation strategies. Pruning candidate strategies is particularly crucial to

ensure practical use of granularity adaptation decision-making support for large-scale microservice case studies.
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Appendix A STEP-BY-STEP EXAMPLE OF PROPOSED DYNAMIC EVALUATION PROCESS

In this section, we show a step-by-step application for a single iteration of Alg. 1) — AddedValueUpdate — to Filmflix’s

initial architecture. We list input values to the pseudocode (expanding on Section 4.1), specify how they are calculated

where necessary, plug the input values into Alg. 1, and show how the pseudocode leads to the process’s output.

A.1 Inputs

• Microservice: MovieReview

• QoS attribute (a runtime evidence variable): invocation duration of MovieReview

• Workload (a runtime evidence variable): review string submitted by the end user

• QoS attribute threshold: 1 millisecond

• End user workload threshold: 100 sentences long

• Bayesian surprise tolerance threshold: 15%.

• Claim posterior probability: The posterior probability of the claim holding true (P(Claim | REV) in Eq. (5.1)) is

derived from frequency tables.

• RC: £1500

• MC adapted architecture: £300

• MC un-adapted architecture: £500

• Value0: £1750

• Trees:

Table 3. Utility tree showing the likely utility value of improving the invocation duration over the following three runtime iterations
when granularity level of MovieReview is adapted

0 1 2 3

G

D 600

B 487.5 H

A 381.25 E 375

290.625 C 275 I

200 F 175

125 J

75

• Ft: three iterations

• Qri name: invocation duration

• Tw: 100 sentences

• Tq: 1 millisecond

• Pclaim: 0.5

• Ts:15%
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Table 4. Utility tree showing the likely utility value of improving the invocation duration over the following three runtime iterations
when granularity level of MovieReview is kept unchanged

0 1 2 3

G

D 400

B 362.5 H

A 302.5 E 325

239.375 C 242.5 I

176.25 F 160

110 J

60

A.2 Process

(1) Claim: [Wri > 100 sentences ↔ Qri > 1 millisecond

(2) ri=0

(3) Construct Real Options Trees for Adapting (Figure 12)

(4) Construct Real Options Trees for not Adapting (Figure 13)

(5) Solicit and Monitor Q=0.41 milliseconds and W=20 sentences

(6) Calculate S
claim

(using Eq. 9) and Ts exact using (Eq. 10). 𝑃 (𝐶𝑙𝑎𝑖𝑚 |𝑅𝐸𝑉 ) needs to calculated before calculating

S
claim

.

𝑆
claim

= 𝑃 (𝐶𝑙𝑎𝑖𝑚 |𝑅𝐸𝑉 ) ∗ log 𝑃 (𝐶𝑙𝑎𝑖𝑚 |𝑅𝐸𝑉 )
0.5

= 0.194 (12)

𝑇 𝑒𝑥𝑎𝑐𝑡
𝑆 = 0.15 ∗ (0.847 − 0.194) = 0.098 (13)

(7) Execute conditional: (Qri < Qri-1) AND (W > Tw)

𝑃 (𝑅𝑖𝑠𝑒ROVnot adapting) ∗ 0.194/0.098
(8) Re-calculate ROV

total

adapting
and ROV

total

not adapting
using updated probabilities

(9) Execute Else clause: Suggestionri=No

A.3 Output

ROV
𝑎𝑑𝑎𝑝𝑡𝑖𝑛𝑔

𝑡𝑜𝑡𝑎𝑙
, ROV

𝑛𝑜𝑡𝑎𝑑𝑎𝑝𝑡𝑖𝑛𝑔

𝑡𝑜𝑡𝑎𝑙
, Suggestionri
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(a) Intermediate binomial real option tree for adapting if the real option is exercised after the first timestamp
before the option expires

(b) Intermediate binomial real option tree for adapting if the real option is exercised after the second
timestamp before the option expires

(c) Intermediate binomial real option tree for adapting if the real option is exercised after the third timestamp
just before the option expires

Fig. 12. Creating binomial real options analysis tree for adapting granularity of MovieReview after the first runtime iteration of our
evaluation process
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(a) Intermediate binomial real option tree for not adapting MovieReview if an embedded real option is
exercised after the first timestamp before the option expires

(b) Intermediate binomial real option tree for not adapting MovieReview if an embedded real option is
exercised after the second timestamp before the option expires

(c) Intermediate binomial real option tree for not adapting MovieReview if an embedded real option is
exercised after the third timestamp before the option expires

Fig. 13. Creating binomial real options analysis tree for not adapting granularity of MovieReview after the first runtime iteration of
our evaluation process
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