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ABSTRACT

Neural audio synthesizers exploit deep learning as an al-
ternative to traditional synthesizers that generate audio
from hand-designed components, such as oscillators and
wavetables. For a neural audio synthesizer to be applica-
ble to music creation, meaningful control over the output is
essential. This paper provides an overview of an unsuper-
vised approach to deriving useful feature controls learned
by a generative model. A system for generation and trans-
formation of drum samples using a style-based generative
adversarial network (GAN) is proposed. The system pro-
vides functional control of audio style features, based on
principal component analysis (PCA) applied to the inter-
mediate latent space. Additionally, we propose the use of
an encoder trained to invert input drums back to the latent
space of the pre-trained GAN. We experiment with three
modes of control and provide audio results on a supporting
website.

1. INTRODUCTION

One of the chief skills harnessed by electronic music
(EM) producers is the ability to select and arrange suit-
able drum sounds. The integration of drum sounds into an
EM composition may be achieved either through the time-
consuming task of browsing sound libraries for an appro-
priate drum recording or alternatively through the use of
traditional drum synthesizers, which require mastery over
a large number of parameters, and provide only limited
control over sound generation. More recently, neural drum
synthesis [1–3] has been proposed to allow EM produc-
ers to interactively generate and manipulate drum sounds
based on personal sound collections.

As compared to traditional drum synthesis techniques
(e.g., subtractive, FM), control parameters are learned
through an unsupervised process. Neural audio synthesis
enables intuitive exploration of a generation space through
a compact latent representation. A crucial requirement of

© Jake Drysdale, Maciek Tomczak, and Jason Hockman.
Licensed under a Creative Commons Attribution 4.0 International Li-
cense (CC BY 4.0). Attribution: Jake Drysdale, Maciek Tomczak, and
Jason Hockman, “Style-based Drum Synthesis with GAN Inversion”, in
Extended Abstracts for the Late-Breaking Demo Session of the 22nd Int.
Society for Music Information Retrieval Conf., Online, 2021.

a well-trained latent representation is its ability to gener-
ate audio with musically-meaningful control over the out-
put. In the case of neural drum synthesis, previous methods
have been proposed to enable continuous semantic control
over generations by supplying high-level conditional infor-
mation based on a chosen set of audio features [2–4].

In this paper, an unsupervised approach for deriving
useful synthesis parameters is used as an alternative to
selecting and extracting a fixed set of audio features.
The proposed system is based on [1], and is extended
with a conditional style-based generator network [5] for
drum style (i.e., timbre) transformations. A mapping be-
tween a distribution of labelled drum sounds and a low-
dimensional latent space is learned, providing high-level
control over generation. The system operates directly on
waveforms and leads to an unsupervised separation of
high-level features (e.g., pitch, envelope shape, loudness),
and enables intuitive, layer-wise control of the synthesis.
Additionally, we introduce a novel approach to audio re-
construction through GAN inversion—a set of techniques
for inverting a given input back into the latent space of a
pre-trained GAN [6]. Using the predicted latent code, an
input can be reconstructed by the GAN and manipulated
using directions found in its latent space.

2. SYSTEM OVERVIEW

Figure 1 provides an overview of the proposed system for
neural drum synthesis, which is achieved using four net-
works: (1) mapping network, (2) generator, (3) discrimina-
tor, (4) encoder. In a style-based GAN formalisation [5,7],
latent space Z is transformed into an intermediate space
W using mapping network M : Z −→ W . To facilitate
the functionality of the mapping network, G is modified
to take a constant value as input, and an intermediate la-
tent vector w ∈ W is provided to each upsampling layer.
The mapping network M is a conditional multilayer per-
ceptron, that learns to create disentangled features that are
integrated at each upsampling block of the generator net-
work G through adaptive instance normalisation (AdaIN).
The generator is trained to output audio waveforms given
a constant input and latent vector w for each upsampling
block with affine transform A. Gaussian noise is added to
each upsampling block using per-layer scaling factors B
to introduce stochastic variation at each layer. Discrimi-




