friried applied
e sciences

Article

An Improved Sentiment Classification Approach for Measuring
User Satisfaction toward Governmental Services” Mobile Apps
Using Machine Learning Methods with Feature Engineering
and SMOTE Technique

Mohammed Hadwan 1:2*

check for
updates

Citation: Hadwan, M.; Al-Sarem, M.;
Saeed, F.; Al-Hagery, M.A. An
Improved Sentiment Classification
Approach for Measuring User
Satisfaction toward Governmental
Services” Mobile Apps Using
Machine Learning Methods with
Feature Engineering and SMOTE
Technique. Appl. Sci. 2022, 12, 5547.
https://doi.org/10.3390/
app12115547

Academic Editors: Carlos A. Iglesias

and Antonio Moreno

Received: 19 April 2022
Accepted: 27 May 2022
Published: 30 May 2022

Publisher’s Note: MDPI stays neutral
with regard to jurisdictional claims in
published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

, Mohammed Al-Sarem 340, Faisal Saeed 3-°

and Mohammed A. Al-Hagery °

Department of Information Technology, College of Computer, Qassim University,

Buraydah 51452, Saudi Arabia

Department of Computer Science, College of Applied Sciences, Taiz University, Taiz 6803, Yemen
College of Computer Science and Engineering, Taibah University, Medina 42353, Saudi Arabia;
msarem@taibahu.edu.sa (M.A.-S.); fsaeed@taibahu.edu.sa (ES.)

Department of Computer Science, Saba’a Region University, Mareb, Yemen

DAAI Research Group, Department of Computing and Data Science, School of Computing and Digital
Technology, Birmingham City University, Birmingham B4 7XG, UK

Department of Computer Science, College of Computer, Qassim University, Buraydah 51452, Saudi Arabia;
hajry@qu.edu.sa

*  Correspondence: m.hadwan@qu.edu.sa

Abstract: Analyzing the sentiment of Arabic texts is still a big research challenge due to the special
characteristics and complexity of the Arabic language. Few studies have been conducted on Arabic
sentiment analysis (ASA) compared to English or other Latin languages. In addition, most of the
existing studies on ASA analyzed datasets collected from Twitter. However, little attention was
given to the huge amounts of reviews for governmental or commercial mobile applications on
Google Play or the App Store. For instance, the government of Saudi Arabia developed several
mobile applications in healthcare, education, and other sectors as a response to the COVID-19
pandemic. To address this gap, this paper aims to analyze the users’ opinions of six applications in
the healthcare sector. An improved sentiment classification approach was proposed for measuring
user satisfaction toward governmental services’ mobile apps using machine learning models with
different preprocessing methods. The Arb-AppsReview dataset was collected from the reviews of
these six mobile applications available on Google Play and the App Store, which includes 51k reviews.
Then, several feature engineering approaches were applied, which include Bing Liu lexicon, AFINN,
and MPQA Subjectivity Lexicon, bag of words (BoW), term frequency-inverse document frequency
(TE-IDF), and the Google pre-trained Word2Vec. Additionally, the SMOTE technique was applied as
a balancing technique on this dataset. Then, five ML models were applied to classify the sentiment
opinions. The experimental results showed that the highest accuracy score (94.38%) was obtained by
applying a support vector machine (SVM) using the SMOTE technique with all concatenated features.

Keywords: sentiment analysis; machine learning; classification; ensemble learning; feature selection

1. Introduction

Globally, the number of mobile application users has increased dramatically. Besides
that, many social networking sites have been developed allowing people to express their
thoughts regarding controversial events or matters. This helps to increase the number
of content creators who utilize social networking media such as Twitter, Facebook, and
others. In addition, the users of these mobile applications can add reviews using different
platforms such as Google Play and the App Store. These platforms allow users to be
a part of content creators by posting comments regarding the content and quality of
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these applications. Due to the huge expansion of the content posted on these sites daily,
institutions including government agents and private companies have exploited people’s
expressions and opinions regarding the services or products that are provided online.

Sentiment analysis is the task of utilizing text mining, natural language processing
(NLP), and computational linguistics approaches to systematically detect, analyze, and
examine the users’ opinions appearing in subjective textual information. Sentiment analysis
processes concentrate on detecting text containing opinions and deciding whether these
opinions are positive, negative, or neutral comments [1,2]. Recently, sentiment analysis
approaches have relied on inspecting opinions or emotions of diverse subjects, such as
peoples’ opinions and impressions about movies, products, and daily affairs.

In the literature, several researchers have utilized supervised machine learning algo-
rithms, especially classification methods, for sentiment analysis purposes, such as support
vector machine (SVM) and naive Bayes classifiers. Alomari [3] showed that the SVM classi-
fier with both TF-IDF and stemming outperformed the naive Bayes classifier for Arabic
tweets’ sentiment analysis. Similarly, Abuelenin et al. [4] combined machine learning classi-
fiers, ISRI Arabic stemmer, and the cosine similarity to propose a better-performing hybrid
method. The experimental results in [4] demonstrated that the ISRI Arabic stemmer with
linear SVM can achieve higher accuracy compared to other stemmers, such as the Porter
stemmer. In addition, Shoukry and Rafea [5] used SVM and naive Bayes classification
algorithms for sentiment analysis. Unigram and bigram features were extracted to train
the classifiers. The outcomes showed that SVM performed better than NB on the collected
tweets using Twitter API.

On the other hand, deep neural networks (DNN) have been applied and shown a good
performance compared to traditional machine learning in terms of detecting sentiments
of short texts. A number of sentiment analysis studies have showed that convolution
neural networks (CNN) and long—short-term memory networks (LSTM) [6] outperform
the traditional machine learning approaches to detect sentiment. In addition, combining
LSTM with CNN [7] showed promising results and surpassed the performance of the
conventional machine learning models.

Several research works were conducted for Arabic sentiment analysis (ASA) that
gained more interest recently, especially during the COVID-19 pandemic. According to [8],
there are three main approaches used for Arabic sentiment analysis, which are supervised,
unsupervised, and hybrid methods. The research conducted obtained interesting outcomes,
but at the same time, the results were more divergent because of the different types of
methods used and Latin languages, where only a few research works were conducted for
studying ASA, which focused on analyzing Arabic tweets. Therefore, more efforts are still
needed to address the sentiment analysis of users’ reviews on mobile applications, espe-
cially the applications that provide governmental services in health, education, and other
sectors. Recently, different mobile applications were developed in Saudi Arabia after the
COVID-19 pandemic. According to the World Health Organization (WHO), Saudi Arabia
actively participated in fighting COVID-19 nationally, regionally, and globally. Locally, the
government has taken several urgent actions to fight COVID-19 in different sectors, such as
health, education, security, Islamic affairs, and others. Several mobile applications were
developed to provide online services. For instance, these healthcare applications, namely
Tawakkalna, Tetaman, Tabaud, Sehhaty, Mawid, and Sehhah, were successfully launched
and used by millions of users in Saudi Arabia during the COVID-19 pandemic. This study
will review the most recent studies in this field and propose a sentiment classification ap-
proach for measuring user satisfaction toward governmental services’ mobile applications.
This analysis will support the government officers to make better decisions regarding the
improvements in the quality of the online services offered to citizens and residents. In
addition, the paper will help the developers to improve any potential bugs or difficulties in
these applications based on the users’ opinions and experiences.

The key contributions of this research paper can be summarized as follows:
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e  This study presents the first use of the Arb-AppsReview dataset that is designed to cap-
ture users’ reviews on the Google Play Store. The original dataset is available publicly
on github.com at (https:/ /github.com/Arb- AppsReview / Arb- AppsReview /blob/
main/apps_ar_reviews_dataset.csv) (accessed on 20 November 2021). The dataset
comprises about 51,000 Arabic reviews related to six Saudi governmental services’
apps.

e  The original dataset finds the sentiment score for each review by running the Camel
tool (https:/ /camel-tools.readthedocs.io/en/latest/api/sentiment.html) (accessed on
1 March 2022). However, the authors found that some reviews were labeled incorrectly.
Thus, the dataset was enriched by several lexical dictionaries. In this study, the Arabic
TextBlob lexical dictionary was integrated firstly for annotating the users’ reviews, and
later the performance of the ML classifiers was compared with the original dataset
labeled by the Camel tool.

e  Several feature engineering approaches, namely, Bing Liu lexicon, AFINN, and MPQA
Subjectivity Lexicon, a bag of words (BoW), term frequency-inverse document fre-
quency (TF-IDF), and the Google pre-trained Word2Vec, were integrated.

e  Several experiments were carried out in this study to compare the performance of
the proposed feature extraction techniques using five ML models, including random
forest (RF), bagging, support vector machine (SVM)), logistic regression (LR), and naive
Bayes (NB).

e  The performance of the selected ML models was first investigated using an imbalanced
dataset. Later, further experiments were performed using a balanced dataset. As
balancing techniques, both under-sampling and oversampling were used. In this
regard, the SMOTE technique was applied as a balancing technique on this dataset
and obtained better enhancements.

The rest of the paper is organized as follows: Section 2 presents the recent studies on
Arabic sentiment analysis. The materials and methods are presented in Section 3, which
briefly describes the dataset along with the used preprocessing techniques. In addition, it
explains the techniques and algorithms utilized in this research. In Section 4, the results
and discussions of the proposed approach are highlighted. Finally, Section 5 concludes the
whole paper.

2. Related Works

The Arabic language has special characteristics that add additional challenges when
addressing the Arabic sentiment analysis. These challenges include morphological analysis,
dialectal Arabic, Arabizi, and named entity recognition, in addition to the Arabic structure
complexity and having different cultures [8,9]. This makes it necessary to conduct more
research and propose new methods for enhancing the sentiment analysis in Arabic. More
efforts were made to analyze data from Twitter for serval purposes, such as analyzing the
users’ opinions about online learning during COVID-19. This section focuses on reviewing
the existing studies that used machine leaching and deep learning for Arabic sentiment
analysis. More focus will be given to the studies that were applied for addressing the
sentiment analysis of the Saudi Arabia community.

According to [10], there are many benefits to analyzing Arabic sentiment, such as
showing valuable insights for different provided services [11], recognizing the potential
influencers in social media [12], and email spam detection [13]. There are three main strate-
gies with different challenges for ASA, and these include preprocessing, feature generation,
and selection and classification methods. Several studies proposed different methods
for each of these strategies to enhance the performance of ASA. For instance, applying
different preprocessing methods such as stemming, tokenization, and normalization can
improve the performance of the sentiment analysis [10]. In addition, the effect of stemming
on the ASA problem was studied in [14]. They used the Arabic root stemmer of Khoja
and the light stemmer on two datasets and found that the latter performed better for
sentiment classification.
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Other studies highlighted the importance of data preprocessing for Arabic sentiment
analysis. For instance, the authors of [15] recommended that the preprocessing tools such as
normalization, tokenization, and stop words’ removal should be utilized in all ASA studies
to improve the performance of the analysis. Additionally, they recommended ending the
preprocessing by applying stemming methods, although aggressive stemming was not
recommended as it might change the Arabic words’ polarity.

It is worth mentioning that most of the research efforts on the Arabic language aimed
to discuss the modern standard form. However, by browsing the social media websites,
we can find that majority of the Arabic users used their dialects, which generates a huge
amount of Arabic dialects texts [16]. Different Arabic dialects were addressed, such as
Saudi, Iraqi, Egyptian, Jordanian, Palestinian, and Algerian dialects [16]. According to [17],
most of the studies focused on Jordanian (38%), Egyptian (23%), and Saudi (15%) dialects.
For instance, Mustafa et al. [18] applied automatic extraction of opinions on social media
that are written in modern standard Arabic and Egyptian dialects, and they automatically
analyzed sentiment into either positive or negative. Gamal et al. [19] applied ML methods
for analyzing the sentiment of Arabic dialects. They applied different classifiers using
a labeled dataset and found that the classifiers obtained good results using different
evaluation metrics.

To address the challenges of the Arabic language, Touahri and Mazroui [20] created
both stemmed and lemmatized versions of word lexicons for integrating the morphological
notion. Then, a supervised model was constructed from a set of features. In addition,
they semantically segmented the lexicon for reducing the vector’s size of the model and
enhancing the execution time. In addition, Aloqaily et al. [21] proposed lexicon-based and
ML methods for sentiment analysis. They used the Arabic tweets dataset. The outcomes
showed that ML methods, especially logistic model trees and SVM, outperformed the
lexicon-based methods in predicting the subjectivity of tweets. The outcomes also showed
the importance of applying feature selection for improving the performance of ASA.

Several studies were conducted on ASA in Saudi Arabia. For instance, Aljameel
et al. [22] developed a prediction model for people’s awareness of the precautionary
procedures in Saudi Arabia. They used an Arabic COVID-19-related dataset that was
generated from Twitter. Three predictive models were applied, which included SVM, K-
NN, and naive Bayes, with the N-gram feature extraction method. The experimental results
showed that SVM with bigram in TF-IDF outperformed other methods, and obtained 85%
of prediction accuracy. The applied method was recommended to help the decision-makers
in the medical sectors to apply different procedures in each region in Saudi Arabia during
the pandemic. In addition, the authors of [23] studied the attitude of individuals in Saudi
Arabia about online learning. They collected Arabic tweets posted in 2020 and applied
sentiment analysis to this dataset. The results showed that people have maintained a
neutral response toward online learning. The authors of [24] also collected a dataset that
includes 8144 tweets related to Qassim University in Saudi Arabia. They applied one-way
analysis of variance (ANOVA) as a feature selection method for removing the irrelevant
and redundant features for sentiment analysis of Arabic tweets. Then, the results showed
that SVM and naive Bayes achieved the best results with one-way ANOVA compared to
other ML methods on the same dataset.

Deep learning was also applied to enhance the performance of Arabic sentiment
analysis. Several studies utilized deep learning methods for this purpose; for instance,
the authors of [25] used an ensemble model that combined convolutional neural network
(SNN) and long—short-term memory (LSTM) methods for analyzing the sentiment of Arabic
tweets. The proposed model in [25] achieved a 64.46% F1-score, which is considered higher
than the applied deep learning methods on the same dataset. Moreover, the authors of [26]
proposed a feature ensemble model of surface (manually extracted) and deep (sentiment-
specific word embedding) features. The models were applied on three Arabic tweets
datasets. The results showed that the proposed ensemble of surface and deep features
models obtained the highest performance for sentiment analysis. In addition, Mohammed
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and Kora [27] proposed a corpus of 40,000 labeled Arabic tweets and applied 3 deep
learning models for Arabic sentiment analysis, which were CNN, LSTM, and recurrent
convolution neural network (RCNN). The results showed that LSTM outperformed CNN
and RCNN with an average accuracy of 81.31%. Additionally, it was found that when data
augmentation was applied to the corpus, the accuracy of LSTM increased by 8.3%. Another
study on ASA [28] applied the multilayer, bidirectional, long-short-term memory (BiLSTM)
method, that used the pre-trained word-embedding vectors. The applied model showed a
notable enhancement in the performance of sentiment analysis compared to other models.
The authors of [29] extracted Twitter data from different cities in Saudi Arabia. NLP and
ML methods were used to analyze the sentiments of individuals during the COVID-19
pandemic. This research collected Arabic tweets, and then after manual annotation to
classify the tweets into different sentiments, such as negative, positive, neutral, etc., they
applied LSTM and naive Bayes for classification. Similar to other studies, the results here
showed that the LSTM model performed better than other models and obtained high
accuracy. In [30], the performance of ML-based models, as well as the performance of deep
learning models such as CNN, LSTM, CNN-LSTM, and Bi-LSTM, was examined using a set
of 17,155 tweets about e-learning systems. The authors adopted TextBlob, VADER (Valence
Aware Dictionary for Sentiment Reasoning), and SentiWordNet to analyze the polarity and
subjectivity score of tweets’ text. To ensure the quality of the dataset, the SMOTE technique
was applied as a balancing technique for the dataset. The results showed that the TextBlob
technique yielded the best accuracy of 94% when applied with the Bi-LSTM model. The
performance of the CNN-LSTM model was also investigated in [31]. Although the model
was tested on three non-Arabic datasets, the results demonstrated that combining CNN
and LSTM is a good idea and produces a stable performance against the three datasets.

Referring to the studies conducted in the literature, we can obviously find that most of
the studies were conducted using tweet datasets. This is maybe because the researchers
prefer to use short text datasets. However, little attention was given to analyzing the
huge amount of users’ reviews for important mobile applications, such as governmental
mobile apps. Therefore, this study investigates the analysis of sentiments for the Arabic
dataset collected for six mobile apps available on the Google Play Store. The study also
proposed a sentiment classification approach for measuring user satisfaction toward these
governmental services’ mobile apps.

3. Materials and Methods

This section presents the framework methodology, which was performed to achieve
the study’s objectives. The ASA was applied to analyze the users’ reviews for six mobile
apps that are providing some governmental services in Saudi Arabia. The scope of this
study is limited to address the apps’ reviews that are written in Arabic. To use lexical
dictionaries which are not available in Arabic, the original reviews were translated first into
English using Google translation APIs. The findings can be extended to other languages
following the same framework. Figure 1 shows the proposed framework for conducting
ASA at the word level.

According to Figure 1, the main steps are the dataset collection and annotation, pre-
processing, feature extraction, feature selection, opinion classification, and performance
measurements. In addition, the experimental part of this work was conducted to show
the effectiveness of the proposed model using both a balanced and an imbalanced dataset.
These steps are described in detail in the following subsections.
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Figure 1. The study’s overall framework.

3.1. Dataset Preparation
3.1.1. Dataset Description

The original dataset contains 51,767 user reviews which were obtained by scrapping
six mobile apps available on Google Play Store. The content of the reviews was written
in Arabic. For scrapping reviews, we used the Google Play Scrapper tool (https://github.
com/JoMingyu/google-play-scraper) (accessed on 1 March 2022), which is designed to
scrape the app contents using the app’s ID found in the URL and the app name.

Since the Google Play Store allows for capturing information about apps under con-
cern, the scrapper can collect, besides the users’ reviews, some additional metadata about
each review, such as the username, review date, the app version, thumbs up count, and the
rating score.

Often, the scrapper returns reviews in textual format and saves all the collected
information in comma-separated values (CSV) format. In addition, the distribution of
reviews with respect to each app and some statistical information of Arb-AppsReview are
presented in Table 1. Table 2 shows some associated metadata per app obtained directly
from the Google Play Store. It is important to mention that these apps were classified
as the most downloaded and used mobile apps in Saudi Arabia during the COVID-19
pandemic period.

Table 1. Statistics of the Arb-AppsReview dataset.

App Name No. of Reviews of Arb-AppsReview Distribution of Reviews (%)
Tawakkalna 21,009 41%
Tetaman 1356 3%
Tabaud 2369 5%
Sehhaty 4975 10%
Mawid 20,007 39%
Sehhah 2050 4%

Total number of Instances 51,767

Average word length (characters) 28.9

number of words per review (word) 4.998
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Table 2. Google Play Store metadata of mobile apps.

A # Downloads . Current . Total No. of
Nall)lfe (Millions) Rating Version Size (Mb) Reviews
Tawakkalna 10M 45 3.3.0 131 575,842
Tetaman 1M 2.7 1.7 26 6088
Tabaud 5M 4.6 1.2.0 6.6 23,992
Sehhaty 10M 44 2.13.2 42 263,004
Mawid M 4.7 10.10.0 61 126,941
Sehhah M 4.0 1.0.35 73 6121

3.1.2. Data Annotation

As stated earlier, the web scrapper provides us with the necessary information for
each app, including the name of the user who wrote the review, the review itself, the date
when the review was posted, thumbs up count, current version, and rating of the app.
We noted that some users classify their review incorrectly and associate the review with a
wrong score, which makes the annotation process based on this feature misleading. Table 3
presents a few samples of reviews from the dataset that show inconsistency in the given
review and the score selected by the user. Furthermore, the “Rating” feature associated
with the app metadata and provided by the Google Play Store is also not accurate enough.
Thus, we added a new attribute called “Sentiment Polarity” to the dataset and annotated
the reviews as positive, neutral, or negative sentiment. Thus, the final dataset consists of
six features which are listed and described in Table 4. The next subsection shows how the
“Sentiment Polarity” feature was added to the dataset.

Table 3. Review sample from the dataset with a misleading score assigned by a user.

No. Review Content Translated Review Score

It cannot be installed!! Two days it

1 el &5J\°- uu“" sz M oy Lo ) said the installation is in progress >

2 Jomy o2 )l It cannot be installed 5
. e e The app is crashed and it does not
3 &)‘3> S Jomt ¥ B Gl work on my phone >
4 Vs Good 1
. ey . Masha Allah, an excellent
> Wl (“ am Gt Sl all oLk application, may God bless you !

Table 4. Dataset description.

Features Description
UserName The name of the user who wrote the review
ReviewContent Content of review
DateOfPost The date when the review was posted
ThumbsUpCount Number of users who have the same feelings
Rating Five-scale rating represents a score given by the user (0 = low, 5 = high)
Lang Language of review

Sentiment label corresponding to each review (—1 = negative, 0 = neutral,

SentimentPolarity 1 = positive)

3.1.3. Building Ground-Truth Dataset

Some users, as stated earlier, assigned rating scores for their reviews inconsistently.
Thus, a new “Sentiment Polarity” feature was added to the dataset. This feature will be
used as a sentiment class label used for training the ML classifiers. To avoid errors caused
by users when they assign rating scores incorrectly, we asked three annotators to voluntarily
judge 1135 reviews by giving, based on their opinions, a score for each review they revised.
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As each annotator assigned a sentimental score separately, we followed the same guideline
that was used in [32,33].

The final sentiment polarity class label was assigned by computing the majority voting
algorithm and labeling the review as positive, neutral, or negative.

Figure 2 shows the distribution of polarity scores in the baseline dataset, which
includes 522 instances that were labeled as positive reviews, 375 instances as negative
reviews, and 238 instances as neutral reviews. Later, the Camel tool was used to predict
the remaining instances in the dataset. To ensure that the tool assigned a correct sentiment
polarity score for each review, the confession matrix was computed by calculating the
values predicted by the Camel tool and those assigned by the annotators. The accuracy
score shows that the Camel tool can predict class labels with an accuracy of 98.26%. Hence,
employing the Camel tool on the remaining instances allowed us to extend the baseline
dataset and the final distribution of sentiment polarity, as shown in Figure 3.

600
500
400
300
200
100

negative positive neutral

Figure 2. Distribution of sentiment score in the baseline dataset.

17500
15000
12500
app
+«~ 10000 B tetaman
s == sehhah
S === mawid
7500 B tabaud
== tawakkalna
EEm sehhaty

5000

2500

positive neutral negative
Polarity sentiment

Figure 3. Distribution of sentiment for each app.

3.2. Data Preprocessing

Like any data extracted from online platforms, the reviews captured from the Google
Play Store are largely unstructured. They might contain unnecessary data, which can
negatively affect the performance of ML classifiers. This makes preprocessing of the data a
very important step for improving the performance of the ML models and reducing the
training time [32,34,35]. In addition, the size of the featured set can be reduced from 50% to
30%, as stated by the authors of [36].
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An effective preprocessing method for the Arabic reviews should include data cleaning,
spell checking for fixing any typo-errors in the posted text, and dialect identification. The
data cleaning involves removing non-Arabic characters, punctuation, stop words, text
normalization, dealing with diacritics, stemming, and handling words with repeating
characters, which are described as follows.

3.2.1. Data Cleaning

The role of data cleaning is to remove unnecessary data which are insignificant for
the analysis. The numbers and punctuation are a type of data that do not have an impact
on the overall performance of ML classifiers, and they are irrelevant for the sentiment
classification of text. Stop words are also a type of unnecessary data that add unnecessary
complexity to the text analysis. Thus, we removed numbers, punctuation, non-Arabic
characters, and stop words from the reviews.

Handling Words with Repeating Characters

We also noted that some users add some words with repeating characters. Although
this type of repetition can be considered as a sign of emphasizing users’ emotions, it also
needs to be fixed before passing the data to the next preprocessing steps. Spelling check
tools can be very useful for fixing such problems. However, we should be careful when the
repeating characters are removed. The spelling checker not only has to handle the repeating
characters in a word, but it also has to produce a word that is consistent with the overall

77

sentence context, e.g., the word “, 5” (repeat) in the following sentence: “ ! (3--“ B

“u o

' /" characters. Therefore, if the spelling

(The teacher repeats the lesson) contains two

checker removes the repeated character (in this case the letter “,”), a new word “ f " will be

produced, which is absolutely a different word and it is irrelevant to the sentence context.

Dialect Identification

The Arabic users may write their review content freely using either the modern
standard Arabic (MSA) or their “spoken” forms, each of which is a regional dialect (allahjah,
“accent”). There are several regional dialects, such as Egyptian, Levantine, Gulf, Iraqi,
Maghrebi, and Yemeni. Identifying to which region a user belongs improves the accuracy
of the ASA systems by avoiding wrongly classifying a review content. Table 5 shows a
review of content with different regional dialects.

Table 5. A sample of a review written by different users with different regional dialects.

Translated Review to English Sample Review Variant of Arabic
Bl 9> g dte el Jolol e Gl e DL e MSA
Unfortunately, what is a bad J= ‘ i tesy u] ‘dj’ ) Skl 2! Yemeni
app. I've been trying to sign J=t o asbe Jres endt Geladl 155l Gulf
up for two days, no result. e . )
I ol sy i be fan Gedal 2! Egyptian

vos Sl o le s ol e olalla 55 ol
B ey ol s Loy o st

FE jfLojl}_s“‘".xiJl ey &)JL,: (Obad kel gl Iraqi
o\ o Ceji‘ S Jp s ekl b Maghrebi

Levantine

3.2.2. Normalization and Diacritics Removal

Text normalization is also an essential step that involves the transformation of a text
into a standard form. Since most Arabic users write their online reviews without care for
the grammar and dictation rules, several word forms might occur. In addition, Arabic
inscription uses special characters (called Tashkeel, which is translated into English as
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diacritics) for producing several words from the same word root or different meanings. In
this work, the following normalization rules are used:

e Normalize Hamza «§ «5— ¢

e Normalize Alef - 1,;\,;\

e Normalize Heh « £ (a—_a

e Normalize Caf S 4

e Normalize Ye'a s &S

e Normalize lamalef ¥ ¥ (N ¥

In addition, we remove all added vocalizations or diacritization on Arabic alphabets.
For this purpose, the Tashaphyne Arabic light tool was used (https://pypi.org/project/
Tashaphyne/) (accessed on 1 March 2022).

3.2.3. Stemming

Stemming involves the conversion of words into their root forms by deleting affixes
from the words [24]. For instance, small, smaller, and smallest are variations of the root
word “small” with the same meaning. By the process of stemming, the complexity of the
textual feature is reduced, which enhances the learning ability of the classifier. A sample of
reviews from the dataset before and after preprocessing is illustrated in Table 6.

Table 6. Sample tweets after preprocessing.

Sample Review Preprocessed Review Preprocessed Review in English
e Sl e UL 2. Co GSeal e L 2l nfortun, what is a bad app. i‘ve been tri
556 (95 Utagy Ao el d)l;‘ 556 O g b5 Ko e J gl to sign up for two day, no result.

Sandl 358 ag oslas ST Juosl

A shs ﬁT J oy Gkl b o)L L I could not regist in the applic reach the

last step, which is the verif code. the verif

d\j;\ J“ Jeos, L 2amcl :y( d‘)’ J" ) L s ’){ Sas -’; code is not sent to the mobil
Al («(Lﬁ | C“J lae. s (?/L# Jl é‘J Ao veri wonder, may god reward you with
s J() o3y Ude 195 59 6 s fd»-;’j J" el the best. you save us time and everyth

3.3. Lexical Dictionaries

In the following subsections, we briefly present the lexical dictionaries used in this
research work. This section also shows how the proposed lexical dictionaries can be useful
for improving the performance of the ML models.

3.3.1. TextBlob

TexBlob is a freely downloadable lexical dictionary that provides a simple API for
performing natural language processing (NLP) tasks, such as ASA, part-of-speech tagging,
classification, n-grams, noun phrase extraction, and more [37]. NaiveBayesAnalyzer and
PatternAnalyzer are two modules that are integrated into the TexBlob sentiment module.
The NaiveBayesAnalyzer module returns its result as a named tuple of the form <classifica-
tion type, positive score, negative score>, whilst the PatternAnalyzer module returns the
results as <polarity, subjectivity, assessments>. The sentiment scores have a range from
+1.0 to —1.0, where +1.0 indicates positive sentiment and —1.0 indicates negative sentiment.
To support Arabic sentiment analysis, we incorporated the TextBlob-ar 0.0.2 extension
(https:/ /github.com /adhaamehab /textblob-ar) (accessed on 1 March 2022).
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After employing NaiveBayesAnalyzer, the annotation process is revised, and the
dataset used is labeled with the value assigned in the classification type
of NaiveBayesAnalyzer.

Comparing TextBlob’s prediction of the sentiment of users’ reviews with the original
sentiment obtained earlier by using the Camel tool, Figure 4 shows the number of positive,
neutral, and negative reviews.

45
40
35
30
25
20
15
10

COUNT IN THOUSANDS

Positive Neutral Negative

Camel Tool TextBlob Tool

Figure 4. Comparison between sentiment ratio obtained by using the Camel tool and TextBlob.

3.3.2. Bing Liu Lexicon

Reviews in the Google Play Store have a slightly different style of language. The users
often tend to write quite long sentences without caring for grammatical rules. In addition,
they judge many apps’ features at the same time. In this work, the Bing Liu lexicon was
used. As the Bing Liu lexicon does not support Arabic, the reviews were first translated
into English using Google translator APIs. The original Bing Lui lexicon contains about
6800 words extracted from product reviews, where 2006 words were labeled as positive
words and the remaining 4783 words were negative words [38]. The lexicon is available
at (https:/ /www.cs.uic.edu/~liub/FBS/sentiment-analysis.html) (accessed on 20 March
2022). In this study, the lexicon was used as follows: the feature vectors were formed by
adding up the frequencies of positive and negative words in each retrieved review.

3.3.3. AFINN Lexicon

The AFINN lexicon is a general-purpose lexicon that rates 2477 words for valence
with an integer between —5, the most negative, and +5, the most positive review [39]. The
lexicon is available publicly at (http:/ /www2.imm.dtu.dk/pubdb/pubs/6010-full.html)
(accessed on 20 March 2022). As with the Bing Lui lexicon, each review was translated into
English, then the positive and negative scores were calculated by aggregating the word
associations provided by the AFINN lexicon. Table 7 shows a sample of reviews from the
dataset and the computed scores obtained by the AFINN lexicon.
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Table 7. A sample of reviews with AFINN lexicon scores and their polarity.

Sr.

Sample Review

AFINN AFINN AFINN Original

Translated Review pos_score  neg_score Polarity Polarity

. e (5T oy Yy oy Y-
et Y Jomid] 598 LY

It does not work
and does not
respond at the
registration stage. 0.0 0.0 Neutral Negative
In addition, the
verification code is
not sent.

lor e Goalad S

Unfortunately, a
very bad
application for two
days in the tried to 0.0 -3.0 Negative  Negative

i) 58 JLWJ! g“i \fj S| dj\,i Utegs e login and does not

send the
verification code?

It worth 5 stars and

Ay o955 S more. 20 0.0 Positive Positive

oz Bl K Gl 3 el il
4 <l il f)j oo Al ey

I'have a registered
in the app, but
what does open?
the mobile number
and password are
right, and it gives 2.0 -1.0 Positive Neutral
me wrong. And

4 54l (:"J Jes! S Ay Jy= b sl Los. when I try entering

again, it asks me to
provide the identity
number.

3.3.4. MPQA Subjectivity Lexicon

The MPQA lexicon counts the number of positive and negative words by automati-
cally distinguishing their prior and contextual polarity [40]. The MPQA stands for Multi-
Perspective Question Answering. It includes 2533 positive words and 5097 negative words
(http:/ /mpqa.cs.pitt.edu/lexicons/subj_lexicon/) (accessed on 2 March 2022). In addition,
each word is provided with a polarity annotation score and POS-tagging. Table 8 shows
the MPQA polarity score for the samples presented earlier in Table 7.

Table 8. A sample of reviews with MPQA subjectivity lexicon scores and their polarity.

Sr. MPQA pos_count MPQA neg_count MPQA Polarity Original Polarity
1 0.0 0.0 Neutral Negative

2 0.0 2.0 Negative Negative

3 2.0 0.0 Positive Positive

4 1.0 0.0 Positive Neutral

3.4. Feature Extraction Techniques

Studies show that the efficacy of the ML models can be uplifted when the right feature
extraction technique is applied [33,41,42]. The current study incorporates the following
feature extraction techniques:

e  Bag of Words (BoW)
e  Term Frequency-Inverse Document Frequency (TF-IDF)
e  Word2Vec Embeddings
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e  Concatenated Features, where the final set composes the features extracted by other
feature extraction techniques. The concatenated features sets, in this work, are formed

as follows:
Con}mtwg = BoWU TFipr 1)
Conjzfeature = BoW U Word2Vec )
Conf}mtwe = TFpr U Word2Vec €)
Conjlfeature = BoWU TFiprU Word2Vec 4)

3.5. Machine Learning Models

As stated earlier, five ML classifiers were implemented: random forest (RF), bag-
ging, support vector machine (SVM), logistic regression (LR), and naive Bayes (NB). The
effectiveness of the proposed feature extraction techniques was also measured by con-
ducting different experiments. For tuning hyperparameters of the used ML classifiers,
the grid search algorithm with 10-fold cross-validation was used. Afterward, the hyper-
parameter values that yielded the highest performance measure were chosen as the final
hyperparameters for each classifier, as shown in Table 9.

Table 9. The optimized hyperparameters” settings.

ML Classifier Optimized Hyperparameters’ Settings

RF Criterion = “entropy”; max_depth = 1500; min_samples_leaf = 7; min_samples_split = 5; n_estimators = 200
Bagging n_estimators: 100; max_samples = 0.5, max_features = 0.5

SVM C = 0.1; Gamma = 1 x 107%; Kernel = “Linear”

LR C=1x1073, fit_intercept = True

NB alpha =1 x 10-5; fit_prior = True

3.6. Evaluation Metrics

The performance of each classifier was measured by computing the following perfor-
mance measures: classification accuracy, precision, recall, and F1-score. These measures are
commonly used to evaluate the performance of ML models in many research areas, such as
rumor detection systems [43,44], clickbait detection [33], as well as in SA [45-47].

4. Results and Analysis

This section provides a detailed description of the experimental results as well as
an analysis of the results. The experiment set included many ML models, in which we
evaluated their performance with the feature extraction techniques using the imbalanced
dataset. First, we present the findings along with the original sentiments, as well as
sentiments extracted by Arab TextBlob. Next, the dataset is enriched by adding the features
extracted by Bing Lui, AFINN, and MPQA lexicons. Later, the dataset is balanced using
the SMOTE technique and the performance of the ML-based models is investigated again.

4.1. Original Sentiment of the Arb-AppsReview Dataset

The experimental results in Table 10 show the performance of ML models that
are trained on features extracted by BoW, keeping the sentiments of the original Arb-
AppsReview dataset. According to the evaluation metrics, the NB classifier performed
better than the other models. It yielded the highest accuracy of 74.25%, a precision of 0.74%,
a recall of 0.743, and an Fl-score of 0.735. On the contrary, LR acquired the lowest values in
terms of accuracy as well as recall, whereas, in terms of precision and F1-score, RF had the
worst value. In addition, from the results shown in Figure 5, LR predicted a neutral class
with the highest true-positive rate, whereas, in terms of positive class and negative class,
NB remains the leading ML model.
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Table 10. Experiments with ML models and BoW on original sentiments.

Classifier Accuracy Precision Recall F1-Score

RF 68.86% 0.674 0.689 0.669

Bagging 72.43% 0.732 0.719 0.725

SVM 71.26% 0.706 0.713 0.696

LR 65.87% 0.720 0.659 0.675

NB 74.25% 0.740 0.743 0.735

1
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RF Bagging SVM LR NB

ETP Rate MEFP Rate

Figure 5. True-positive rate (TP Rate) and false-positive rate (FP Rate) of ML models with original

sentiments using BoW.

Similarly, with features extracted by TF-IDF, NB produced the highest accuracy of
68.86%, as well as the highest precision, recall, and F1-score of 0.690, 0.689, and 0.671,
respectively, as shown in Table 11. Meanwhile, the lowest accuracy was acquired by RF of

58.67% and LR of 58.68%.

Table 11. Experiments with ML models and TF-IDF on original sentiments.

Classifier Accuracy Precision Recall F1-Score
RF 58.67% 0.718 0.587 0.634
Bagging 67.07% 0.640 0.671 0.609
SVM 61.68% 0.708 0.617 0.611
LR 58.68% 0.733 0.587 0.610
NB 68.86% 0.690 0.689 0.671

Although the NB model achieved the highest accuracy, it did not deliver optimized
results in the prediction of the positive class, as the TP rate achieved by the bagging
algorithm was the highest as compared to other ML models, as shown in Figure 6.
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Figure 6. True-positive rate (TP Rate) and false-positive rate (FP Rate) of ML models with original
sentiments using TF-IDF.

In the case of the concatenated feature as well as the Word2Vec representation, as
shown in Tables 12 and 13, RF benefited more, and the highest accuracy achieved was when
the features were extracted by Word2Vec. Additionally, the performance of LR improved

with the features extracted by joining the BoW and TF-IDF approaches, Con} eatures 1
4

addition, using the concatenated features, Con Feature
performance of SVM. Similarly, the performance of LR increased with combining features

; 2
using Confeame.

led to a notable improvement in the

Table 12. Experiments with ML models and concatenated features on original sentiments.

Classifier Accuracy Precision Recall F1-Score
RF 73.6527% 0.741 0.737 0.701
Bagging 69.4611% 0.671 0.695 0.649
SVM 75.4491% 0.742 0.754 0.734
LR 73.0539% 0.721 0.731 0.723
NB 73.0539% 0.725 0.731 0.723

Table 13. Experiments with ML models and Word2Vec on original sentiments.

Classifier Accuracy Precision Recall F1-Score
RF 76.6467% 0.809 0.766 0.726
Bagging 74.2515% 0.693 0.743 0.697
SVM 70.6587% 0.529 0.707 0.605
LR 67.6647% 0.725 0.677 0.695
NB 68.8623% 0.663 0.689 0.670

In addition, from Figures 7 and 8, it can be observed that most ML classifiers performed
well in predicting the positive class. In terms of the TP rate, SVM yielded the highest score
for predicting the positive class, whereas, in the case of the negative class, NB outperformed
the other models.



Appl. Sci. 2022, 12, 5547 16 of 25

0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

o
|
|-
| T
]

[ |

]

K]
Negative o

Positive
Neutral
Positive
Neutral
Positive
Neutral
Positive
Neutral
Positive

|_| = |_|
o o
> >
F=] F=]
© ©
Q0 Q0
) )
= =

I_I w
(]
2
2
©
oo
(]
2

Negative ]

X

m
—
X
=
lvs)

Bagging SVM

E TP Rate MEFP Rate

Figure 7. True-positive rate (TP Rate) and false-positive rate (FP Rate) of ML models with original

sentiments using concatenated features.
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Figure 8. True-positive rate (TP Rate) and false-positive rate (FP Rate) of ML models with original
sentiments using Word2Vec.

4.2. TextBlob Sentiment of the Arb-AppsReview Dataset

As stated earlier, the original Arb-AppsReview dataset was labeled using the Camel
tool. After applying the TextBlob tool for Arabic (TextBlob-ar 0.0.2 extension), the distri-
bution of polarity of sentiment changed (see Figure 4). Based on the results presented in
Tables 14-17, the following findings were observed, and can be summarized as follows:

e All classifiers benefited more when the extracted features were concatenated. Among
all the classifiers, SVM yielded the highest accuracy of 91.67%, with 0.913 precision,
0.927 recall, and 0.920 F1-score.

e  Despite the feature extraction techniques used, all classifiers performed well when the
TextBlob tool was used, which proves the efficacy of using TextBlob sentiments.

e Interms of Fl-score, the SVM classifier outperformed all other ML models. It provided
the highest F1-score of 0.920, followed by the bagging method.
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e Inall experiments conducted using Word2Vec, the performance of ML models was
better compared to the results obtained when BoW or TF-IDF techniques were used.

Table 14. Experiments with ML models and BoW on Arab TextBlob sentiments.

Classifier Accuracy Precision Recall F1-Score
RF 86.43% 0.860 0.796 0.827
Bagging 84.56% 0.851 0.903 0.876
SVM 89.65% 0.898 0.898 0.898
LR 85.78% 0.856 0.857 0.856
NB 87.21% 0.873 0.887 0.880

Table 15. Experiments with ML models and TE-IDF on Arab TextBlob sentiments.

Classifier Accuracy Precision Recall F1-Score
RF 85.64% 0.793 0.876 0.832
Bagging 86.26% 0.872 0.893 0.882
SVM 84.34% 0.798 0.968 0.875
LR 82.72% 0.870 0.827 0.848
NB 89.52% 0.886 0.873 0.879

Table 16. Experiments with ML models and Word2Vec on Arab TextBlob sentiments.

Classifier Accuracy Precision Recall F1-Score
RF 88.43% 0.863 0.921 0.891
Bagging 87.86% 0.880 0.942 0.910
SVM 89.77% 0.891 0.908 0.899
LR 89.82% 0.891 0.912 0.901
NB 88.42% 0.870 0.832 0.851

Table 17. Experiments with ML models and concatenated features on Arab TextBlob sentiments.

Classifier Accuracy Precision Recall F1-Score
RF 90.37% 0.902 0.910 0.907
Bagging 90.08% 0.894 0.900 0.897
SVM 91.67% 0.913 0.927 0.920
LR 90.68% 0.900 0.920 0.900
NB 89.81% 0.876 0.881 0.878

4.3. Enriched Dataset with Features Extracted by the Lexicons

The efficacy of using TextBlob sentiments was obviously proven, as presented in
Section 4.2. The current subsection provides an overview of the performance of the ML
models in terms of using features extracted from the lexicons. For this purpose, only
the features obtained by the Bing Lui lexicon, AFINN lexicon, MPQA lexicon, and their
different combinations were used.

4.3.1. Comparative Analysis of ML Models with TextBlob Sentiments Using Bing Lui
Lexicon, AFINN Lexicon, and MPQA Lexicon

Tables 18-20 show how the ML models performed with the lexicons used. Among
all the investigated lexicons, the AFINN yielded the best results. It can be observed that,
in terms of Fl-score, the bagging classifier benefited more when the AFFIN lexicon was
used as a feature extraction technique, followed by LR. The highest F1-score achieved was
0.758, which is better than the score obtained by the BoW, TF-IDF, concatenated features,
and Word2Vec techniques with the original Camel-based dataset. For this reason, the next
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subsection presents the impact of concatenating several lexicon-based features with the
TextBlob sentiment.

Table 18. Experiments with ML models and the Bing Lui lexicon on the TextBlob sentiments.

Classifier Accuracy Precision Recall F1-Score
RF 64.67% 0.565 0.647 0.601
Bagging 65.87% 0.667 0.659 0.706
SVM 66.47% 0.670 0.665 0.713
LR 66.48% 0.670 0.665 0.475
NB 66.48% 0.644 0.665 0.619

Table 19. Experiments with ML models and the AFFIN lexicon on the TextBlob sentiments.

Classifier Accuracy Precision Recall F1-Score
RF 68.26% 0.612 0.683 0.628
Bagging 71.86% 0.764 0.719 0.758
SVM 70.06% 0.649 0.701 0.644
LR 69.46% 0.598 0.695 0.638
NB 68.86% 0.659 0.689 0.658

Table 20. Experiments with ML models and the MPQA lexicon on the TextBlob sentiments.

Classifier Accuracy Precision Recall F1-Score
RF 67.67% 0.599 0.677 0.628
Bagging 69.46% 0.711 0.695 0.736
SVM 67.67% 0.596 0.677 0.624
LR 68.86% 0.695 0.689 0.731
NB 68.86% 0.648 0.689 0.651

4.3.2. Comparative Analysis of ML Models with TextBlob Sentiments Using Different
Combinations of Lexicons

It was noticed that the performance of ML classifiers was improved in terms of F1-score
when the lexicons were used as a feature extraction technique. This section investigates the
performance of the ML models, combining several lexicons on the TextBlob sentiment. First,
we have investigated the impact of lexicons without concatenating the extracted features
by BoW, TE-IDF, Word2Vec, and the concatenated features. In the next section, the feature
extraction techniques are combined with a lexicon-based model and formulate one dataset.
As shown in Tables 21-24, the following findings are noted:

RF and SVM improved in terms of accuracy, with 70.08% and 71.26%, respectively.
Using Bing Lui + MPQA lexicons led to degrading the performance of NB.
A combination of the Bing Lui lexicon and the AFINN lexicon, in most cases, yielded
the best results.

e  The combination of all extracted features does not always improve the performance of
the ML classifiers. This means that the researchers must carefully select the lexicon
and investigate the performance of each classifier using all the possible combinations.

Table 21. Experiments with ML models and Bing Lui + AFINN lexicons on the TextBlob sentiments.

Classifier Accuracy Precision Recall F1-Score
RF 70.06% 0.638 0.701 0.650
Bagging 71.86% 0.764 0.719 0.758
SVM 68.86% 0.616 0.689 0.631
LR 67.67% 0.620 0.677 0.636

NB 65.27% 0.615 0.653 0.619
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Table 22. Experiments with ML models and Bing Lui + MPQA lexicons on the TextBlob sentiments.

Classifier Accuracy Precision Recall F1-Score
RF 68.26% 0.629 0.683 0.646
Bagging 71.86% 0.751 0.719 0.712
SVM 71.26% 0.747 0.713 0.572
LR 64.67% 0.563 0.647 0.602
NB 59.88% 0.600 0.599 0.575

Table 23. Experiments with ML models and AFINN + MPQA lexicons on the TextBlob sentiments.

Classifier Accuracy Precision Recall F1-Score
RF 65.87% 0.588 0.659 0.612
Bagging 70.06% 0.623 0.701 0.639
SVM 68.86% 0.601 0.689 0.631
LR 68.26% 0.593 0.683 0.631
NB 68.86% 0.643 0.689 0.656

Table 24. Experiments with ML models and all lexicons on the TextBlob sentiments.

Classifier Accuracy Precision Recall F1-Score
RF 69.46% 0.647 0.695 0.654
Bagging 71.26% 0.632 0.713 0.649
SVM 69.46% 0.636 0.695 0.638
LR 65.87% 0.579 0.659 0.613
NB 64.67% 0.617 0.647 0.620

4.4. Arab TextBlob Sentiment of the Arb-AppsReview Dataset with Enriched Features Extracted
by Lexicons

Tables 25-28 show that the highest accuracy score of 93.17% was achieved by SVM,
with the enriched features extracted by lexicons. The results confirm the efficiency of
SVM when it is integrated with the concatenated features and the features extracted by
the proposed lexicons. In addition, the results show that using TextBlob for revising the
sentiment of the original dataset is an efficient tool that leads to improving the performance
of the ML models. It is also obvious that the performance of ML models is affected
differently by the word representation approaches, e.g., RF yielded an accuracy score
of 86.14% when the Word2Vec technique was used, whilst it yielded accuracy scores of
85.44% and 84.44% when BoW and TF-IDF were used, respectively. Similarly, the bagging
approach yielded different accuracy scores where the BoW technique afforded the highest
score. Figure 9 shows a comparison between the results presented in Table 17 and the results
obtained by concatenating all features and lexicons with TextBlob sentiment. The results
show that the performance of the ML classifiers benefited more when TextBlob sentiment
and the features were extracted by all lexicons and word representation techniques.

Table 25. Experiments with ML models and BoW and all lexicons on Arab TextBlob sentiments.

Classifier Accuracy Precision Recall F1-Score
RF 85.44% 0.867 0.854 0.823
Bagging 88.43% 0.813 0.884 0.848
SVM 84.25% 0.834 0.843 0.830
LR 82.46% 0.834 0.825 0.828

NB 84.85% 0.835 0.849 0.837




Appl. Sci. 2022, 12, 5547

20 of 25

Table 26. Experiments with ML models and TF-IDF and all lexicons on Arab TextBlob sentiments.

Classifier Accuracy Precision Recall F1-Score
RF 84.25% 0.887 0.843 0.812
Bagging 80.06% 0.861 0.725 0.786
SVM 76.47% 0.818 0.765 0.752
LR 83.13% 0.857 0.831 0.827
NB 84.25% 0.832 0.843 0.832

Table 27. Experiments with ML models and Word2Vec and all lexicons on Arab TextBlob sentiments.

Classifier Accuracy Precision Recall F1-Score
RF 86.14% 0.848 0.860 0.823
Bagging 84.25% 0.788 0.843 0.799
SVM 80.66% 0.744 0.807 0.752
LR 86.10% 0.880 0.860 0.867
NB 78.86% 0.763 0.789 0.770

Table 28. Experiments with ML models and concatenated features and all lexicons on Arab TextBlob

sentiments.

Classifier Accuracy Precision Recall F1-Score
RF 92.25% 0.921 0.928 0.924
Bagging 90.78% 0.914 0.931 0.922
SVM 93.17% 0.939 0.927 0.933
LR 91.27% 0.908 0.913 0.910
NB 90.18% 0.897 0.893 0.895
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Figure 9. Performance of ML models with TextBlob sentiment and the concatenated features +

lexicons: * denotes that TextBlob sentiment is used with the concatenated features extracted by the

word representation techniques; ** TextBlob sentiment is used with concatenated features + lexicons.
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4.5. Comparative Analysis of ML Models with TextBlob Sentiments Using Balanced Dataset

As shown in the previous sections, the performance of ML models was demonstrated
using an imbalanced dataset. In this section, the experiment was performed using a bal-
anced dataset. There are two main techniques that are widely used for solving imbalanced
dataset problems: (i) random under-sampling, where the size of the dataset is reduced by
removing some samples of the majority class, and (ii) the oversampling technique, in which
the number of samples of the minority class is increased [48]. In this work, the synthetic
minority oversampling technique (SMOTE) was used for oversampling [49]. Table 29
shows the number of samples after re-sampling was applied.

Table 29. Number of samples after applying re-sampling.

Category Original Dataset Size Under-Sampling Oversampling
Positive Reviews 39,165 9304 39,165
Negative Reviews 9304 9304 39,165
Total 48,469 18,608 78,330

As shown in Table 29, the number of samples per class changed according to the
applied strategy. After re-sampling, the data were split into training and testing sets using
10-fold cross-validation. The previous sections of this paper showed the performance of the
proposed approach using the original dataset without re-sampling, and the best-achieved
results were obtained when the concatenated features and all lexicons on Arab TextBlob
sentiments were used. Hence, this section shows only the results of the experiments with
under-sampling, and experiments with oversampling using the concatenated features and
all lexicons on Arab TextBlob sentiments.

4.5.1. Performance of Models on Balanced Dataset Using Under-Sampling

As shown earlier, the proposed approach achieved the best performance when the
concatenated features and all lexicons on Arab TextBlob sentiments were used. To in-
vestigate the robustness of the model and to avoid any overfitting, further experiments
were performed using a balanced dataset with a random under-sampling technique. The
obtained results of the under-sampled data are shown in Table 30.

Table 30. Performance results of ML models using the under-sampling dataset and the concatenated
features and all lexicons.

Classifier Accuracy Precision Recall F1-Score
RF 87.14% 0.872 0.873 0.872
Bagging 88.36% 0.881 0.883 0.882
SVM 87.39% 0.873 0.873 0.873
LR 84.92% 0.849 0.851 0.850
NB 82.11% 0.821 0.821 0.821

The results show that the performance of the selected models has been degraded.
Among all the ML classifiers, the NB classifier had the worst accuracy, of 82.11%. The
reason behind this degradation is the reduction in the size of the dataset. In contrast to the
findings shown in Table 28, the bagging classifier had the highest accuracy and F1-score,
with values of 88.36% and 0.882, respectively. In addition, the performance of SVM was
negatively affected.

4.5.2. Performance of Models on Balanced Dataset Using SMOTE Technique

Table 31 shows the performance of the ML models with respect to the SMOTE balanced
dataset. The results show that the performance of machine learning models improved
significantly when the SMOTE technique was used. In addition, SVM outperformed all
other models in terms of all evaluation metrics.
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Table 31. Performance results of ML models using the SMOTE dataset and the concatenated features
and all lexicons.

Classifier Accuracy Precision Recall F1-Score
RF 93.87% 0.935 0.936 0.935
Bagging 91.89% 0.919 0.919 0.919
SVM 94.38% 0.943 0.943 0.943
LR 92.68% 0.926 0.928 0.927
NB 93.11% 0.930 0.931 0.930

By comparing the performance of all ML models before and after balancing the dataset,
it is obvious that the NB classifier benefited more when the SMOTE technique was applied.
On the other hand, the NB classifier was extremely affected, as shown in Figure 10.

NB

SVM

Bagging

| #

RF

-10.00% -8.00% -6.00% -4.00% -2.00% 0.00% 2.00% 4.00%

W Accuracy-SMOTE B Accuracy- Under sampling

Figure 10. Percentage of change of the ML classifiers with respect to the balancing techniques.

In addition, the outcomes of the proposed methods (ML models using SMOTE dataset
and the concatenated features and all lexicons) were compared with a recent and similar
study [47] that used four ML methods for Arabic sentiment analysis of users” opinions
of governmental mobile applications. The study [47] was one of the earliest to explore
users’ opinions about governmental apps in Saudi Arabia. They applied DTree, SVM,
KNN, and NB classifiers on a new Arabic dataset that included 7759 reviews collected from
Google Play and the App Store. The results of [47] showed that KNN outperformed the
other methods with the accuracy of 78.46%. Table 32 shows the comparison results of the
best-performing methods in this study and [47]. It is obviously shown that the proposed
method obtained superior performance to the ML methods used in the previous recent
study [39] using all evaluation criteria.

Table 32. Comparison results of the proposed ML models with a previous study.

Classifier Accuracy Precision Recall F1-Score
The proposed method (SVM) 94.38% 0.943 0.943 0.943
The previous study [49] (KNN)  78.46% 0.799 0.780 0.790

5. Conclusions

This paper presented the Arabic sentiment analysis on the reviews of six governmental
mobile applications from Google Play and the App Store. Several ML models were applied
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to the AppsReview dataset, which includes 51k reviews. These ML methods were: RF, bag-
ging, SVM, LR, and NB. In the conducted experiments, we evaluated the ML performance
by integrating different feature extraction techniques, which were Bing Lui, AFINN, and
MPQA lexicons. In addition, the performance of the ML models was investigated using
an imbalanced and a balanced dataset. As balancing techniques, both under-sampling
and oversampling were used. In this regard, the SMOTE technique was applied as an
oversampling technique. The experimental results showed that when the features were
extracted by BoW using the sentiments of the original Arb-AppsReview dataset, the NB
classifier performed better than the other models (74.25% for accuracy). Then, when the
TextBlob sentiment tool was applied to the Arb-AppsReview dataset, it was found that all
classifiers performed better when the extracted features were concatenated. Among all
the classifiers, SVM yielded the highest accuracy of 91.67%. Then, the findings showed
that the highest accuracy score of 93.17% was achieved by SVM when it was integrated
with the concatenated features and the features extracted by the proposed lexicons. Finally,
the outcomes of the ML models using the SMOTE technique, the concatenated features,
and all lexicons obtained the best results. For instance, SVM with these preprocessing
methods obtained an accuracy of 94.38%, which overcame all other models. This study rec-
ommends applying the used feature engineering methods with the SMOTE oversampling
technique to obtain better ASA results. Since the proposed model relies on the translation
of reviews using google translation, the quality of the model might be affected by the
quality of the translation. For future work, it is recommended to investigate the machine
translation techniques to obtain high-quality translations that might increase the model
performance. Additionally, it is recommended to explore the effect of applying different
feature extraction and selection methods to the dataset used in this research and conduct
more experiments that apply different combinations of deep learning methods on the
Arb-AppsReview dataset to enhance the Arabic sentiment analysis.
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