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Abstract  

This paper looks at the profiles of those who engaged in Islamophobic language/extremist 

behaviour on Twitter during the COVID-19 pandemic. This two part analysis takes into 

account factors such as anonymity, membership length and postage frequency on language 

use, and the differences in sentiment expressed between pro-social and anti-social tweets. 

Analysis includes comparisons between low, moderate and high levels of anonymity, postage 

frequency, and membership length, allowing for differences in keyword use to be explored. 

Our findings suggest that increased anonymity is not associated with an increase in 

Islamophobic language and misinformation. The sentiment analysis indicated that emotions 

such as anger, disgust, fear, sadness and trust were significantly more associated with pro-

social Twitter users whereas sentiments such as anticipation, joy and surprise were 

significantly more associated with anti-social Twitter users. In some cases evidence for joy in 

the suffering of others as a result of the pandemic was expressed. 
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Introduction 

With over 4.66 billion active users (Lin, 2021) the internet is characterised by 

hyperconnectivity, which facilitates spontaneous and global communication for users with 

multiple others (Edwards et al., 2021). This has presented a global issue where the 

phenomena of digital wildfires (the rapid circulation of content) has seen the spread of 

harmful and misleading content being circulated online, becoming viral and in effect leading 

to the marginalisation and damage of the wellbeing of individuals and communities (Edwards 

et al., 2021). As such, the threat of online extremism poses both disruption and damage to the 

social fabric of many communities (Jerard, 2019). Ranging from cyberbullies to terrorist 

organisations (Klausen, Marks and Zaman, 2018), online extremists utilise a variety of online 

spaces to radicalise and incite violence. There are various factors that have been used to 

develop definitions for extremism, for example, the (non)democratic nature of the political 

system, the structure of values, ideologies, ethnocentrism, and political objectives to name a 

few (Sotlar, 2004). To date there is no universal definition for extremism and is largely based 

on location and the structure of a particular state. The UK Government Prevent Strategy 

defines extremism as the ‘vocal or active opposition to fundamental British values, including 

democracy, the rule of law, individual liberty and mutual respect and tolerance of different 

faiths and beliefs’ (HM Government, 2011). Yet, the difficulty in providing a widely 

accepted and agreed upon definition for extremism has been compared to issues faced when 

defining pornography, “essentially, you cannot define it, but when you see it, you recognise it 

easily” (Sotlar, 2004: 1). 

 

Social media networks support interpersonal communication and collaboration using internet-

based platforms, such as Facebook and Twitter (Kane et al., 2014), which have become a 

highly effective platform on which extremist content can be inexpensively shared and 

circulated (Nouh, Nurse, and Goldsmith, 2019), often leading to the disruption of racial and 

religious harmony (Jerard, 2019). Findings have shown that the polarisation of extremist 

content online is fostered through the echo chamber environments which amplify extremist 

ideologies on such networks (Barberá, 2020). Research has demonstrated differences in the 

types of interactions on social media sites and how this can impact levels of extremist 

content. For instance, Facebook encourages strong relationships across users, whereas sites 

such as Twitter are regarded as a stronger facilitator of information dissemination (Gruzd et 

al., 2011), which provides a platform that allows for echo chamber environments (Gruzd and 

Roy, 2014). The emergence of extremism online and specific types of online harms can be 

contingent on trigger events. Like offline behaviour, the prevalence and severity of hate 

crimes (Chakraborti and Garland, 2009) are influenced by ‘trigger’ events of local, national 

and international significance (Williams and Burnap, 2015), similar phenomena can occur 

online. Trigger events can elicit individual or communal calls for action or revenge. Often, 

these events include violence against in-groups, police brutality, contested elections, and 

provoking acts by hostile outgroups or conflict inducing speeches by public figures or 

politicians (Staun, 2008). 

 

Research has attempted to postulate possible predictive factors for online extremism. 

Findings demonstrate how accounts with high anonymity, low membership length and low 

postage frequency are significantly more associated with extremist language online (Sutch 

and Carter, 2019). The deindividuation theory help explain how anonymity causes group 



members to fail to perceive themselves and others as individuals (Zimbardo, 1969), this 

deindividuation weakens the inhibitions against non-normative behaviour (Festinger et al., 

1952). Where individuals are anonymous and have a lack of perceived responsibility, 

individuals are more likely to ignore normative restrictions and behave as they wish 

(Cinnirella and Green, 2007). This has specifically been proven to be the case for online 

communication (Christopherson, 2007), as anonymity minimises the perceived differences of 

an individual online, which can cause individuals to identify with a group, which increases 

the chance of polarisation towards extreme positions (Lee, 2006). Contrary to the findings of 

Sutch and Carter (2019) previous research looking at the role of membership length has 

found that in fact an extended membership length is significantly correlated with an increase 

in extremist attitudes (Moscovici and Zavalloni, 1969) - although this research is quite 

outdated. Researchers have also suggested how research in this area has previously been 

superficial (Stroud, 2010). There have also been mixed findings when looking at the role of 

postage frequency. Although Sutch and Carter (2019) found that low postage frequency acted 

as a predictor of extremism online, prior research had found that higher engagement can 

result in a shift towards negativity and extremism (Del Vicario et al,. 2016). Due to the 

inconsistencies within these findings, it is important to address the true nature of the role of 

postage frequency (Wojcieszak, 2010). 

 

The combination of the role of social media as a platform to freely exchange viewpoints and 

opinions, and the role of extremism and trigger events, has facilitated the emergence and 

circulation of misinformation, conspiracies, and fake news. Importantly, misinformation 

should not be confused with disinformation, with the former referring to the inadvertent 

sharing of false information, and the latter referring to the deliberate creation and sharing of 

false or manipulated information intended to mislead or deceive audiences (Digital, Culture, 

Media and Sport Committee, 2019). Given the role of the user in spreading misinformation, 

understanding the user motives is of particular importance, especially when informing the 

design of interventions. Research indicates that misinformation can be reshared by users due 

to failures in considering or thinking sufficiently on whether what is being shared is true or 

not (Pennycook et al., 2020). Confounding factors which may reduce the extent by which a 

user considers the content which they share might also include the ease at which information 

can be reshared (a simple click of a button) (Pourghomi et al., 2018), as well as the 

environment in which a user interacts with online content and misinformation i.e., if the user 

is distracted in some way, such as when travelling (Pantazi et al., 2018). Moreover, the 

presentation of misinformation might also make it more believable. Research indicates that 

language or messages which possess more emotional valence can often make something 

more believable (Martel et al., 2020). As misinformation can often comprise of emotive and 

less scientific language (Falade and Colutas, 2017), it is comparatively more believable by 

users than scientific information, which can often comprise of less emotive and more 

dismissive language (Lavorgna and Myles, 2021). 

 

There are several other perspectives which explain why misinformation is readily believed 

and subsequently shared. For instance, the misinformation effect, a theory from the field of 

cognitive psychology, which proposes that misinformation can often be perceived as truth or 

factual if it appears as an equivalent to truthful information (Challies et al., 2011). Often a 

feature of memory and recollection research, in the context of Covid-19 and misinformation, 

users may believe fake news if such information appears similarly to real news, such that it is 

perceived as an equivalent (therefore regarded as equally authentic and reliable). Other 

concepts relate to the role of individual bias, with people being less sceptical if the 

information presented aligns with their political beliefs (Gampa et al., 2019). Of notable 



mention are the five criteria for which Schwarz et al. (2016) argues individuals subject a 

piece of information to before deeming it as true. For instance, compatibility with other 

known information, the credibility of the source, whether it is believed by others, whether it 

is internally consistent with their views or beliefs, and whether there is supporting evidence 

(Apuke and Omar, 2021). Previous research has found that subjecting information to these 

criteria in the context of social media might not necessarily be an effective method at 

preventing the belief and sharing of misinformation (Cinelli et al., 2021). Van Der Linden et 

al. (2020) support the theory of psychological inoculation, otherwise referred to as pre-

bunking. The theory proposes that the challenge to be inoculated against (in this context, fake 

news and misinformation) must be weakened to such an extent that it will trigger stronger 

tendencies in the individual to critically think (Compton, 2013). The intervention is most 

effective when participants are first warned that their attitudes are under threat or attack, 

followed by the pre-emptive exposure to counterarguments. Studies focusing on climate 

misinformation note that following psychological inoculation, participants were less 

receptive and more resistant to climate misinformation (Maertens et al., 2020). 

 

The virality of online hate in the context of Covid-19 

 

The Covid-19 pandemic generated a persistent influx of harmful content on social media, it 

triggered the proliferation of various forms of extremism, misinformation, conspiracy 

theories and fake news. In response to an insurgence of misinformation and fake news that 

rapidly circulated online, the World Health Organisation (WHO) warned of an on-going 

‘infodemic’, where misinformation was widely propagated across both mainstream and social 

media platforms (World Health Organization, 2020b; Zarocostas, 2020). For example, 

research shows that over 25% of the most viewed Covid-19 YouTube content (which reached 

over 62 million users) contained misleading information (Li et al., 2020). Moreover, 46% of 

the United Kingdoms and 48% of the United States population have reported being exposed 

to misinformation and fake news around Covid-19 (Ofcom, 2020; Mitchell and Oliphant, 

2020). This includes conspiracies which concern the origin of the virus, ranging from it being 

bioengineered in a lab in Wuhan, China or bioengineered in the US to disrupt China’s 

economy (Ali, 2020; Andersen et al., 2020) to how hydroxychloroquine can fight the virus, 

as promoted by Donald Trump, the president of the United States, and Jair Bolsonaro, the 

president of Brazil (Spring, 2020). Of significant concern was how such misinformation 

undermined public health interventions and response strategies, led to self-induced 

hospitalisations, and criminal activity. For example, following the endorsement of 

hydroxychloroquine as an effective treatment to Covid-19, there was an increase in mass 

poisonings and overdoses (Spring, 2020). Similarly, the claims that 5G technology can 

exacerbate the symptoms or susceptibility to Covid-19 lead to inspired arson attacks on 

phone masts, as well as assaults on telecommunication workers (Spring, 2020). Moreover, 

widespread misinformation increased aversion to following guidance from health officials 

and experts, which in-turn instigated vaccine hesitancy and rejections (Freeman et al., 2020; 

Uscinski et al., 2020).   

 

With the internet acting as an echo chamber, users capitalised on the Covid-19 pandemic to 

proliferate pre-existing discriminatory beliefs towards British Muslims and Islam in general 

as well through conspiracy theories that connected these communities to the virus in various 

ways (Awan and Zempi, 2015). Our paper explores how these irrational beliefs and thoughts 

were disseminated on social media, covering important coverage of communications 

surrounding conspiracy theories online whilst paying attention to the content associated to 

racist ‘infodemic’ messages.   



 

Online hate was distinctly targeted towards the Muslim community, the online response to 

the Covid-19 pandemic has been characterised by a significant increase in Islamophobic 

related extremism, most of which related to accusations that Muslims are responsible for 

spreading the virus, or that Islamic rituals were violating Covid-19 restrictions (Bakry et al., 

2020; Nagar and Gill, 2020).  When confronting such elements of Islamophobia it is 

important to understand how social and cultural capital can impact localised communities. 

Fuelling significant hate and ostracisation of Muslims, India media outlets such as “The 

Hindu” encouraged hate towards Islam following the printing of caricatures depicting a 

Covid-19 shaped virus wearing Muslim clothing (Bakry et al., 2020). Given the function of 

social media as a place for discussion and interactions, hashtags such as #coronajihad quickly 

became viral, further perpetuating a more substantial role of Muslims in the Covid-19 

pandemic (Dearden, 2020). Further instigations of Islamophobia were inspired by claims that 

Muslims were spreading Covid-19 by spitting on policemen as well as fruit, food, and 

utensils (Nagar and Gill, 2020). What is described as a 22-day frenzy of fake news, Indian 

government officials profiled a religious organisation known as Tablighi Jamaat and claimed 

that a religious meeting that had taken place was a major national Covid-19 source (Udupa, 

2020). Some of those conspiracy theories have placed gatherings of an Islamic missionary 

organisation Tablighi Jamaat as the reason for the outbreak of Covid-19 and others have even 

claimed that Muslims have invented the virus to spread Jihad (Al-Astewani, 2021). Hindi 

news channels as well as some British channels used their platforms to spread 

misconceptions around Muslims and Covid-19, most of which became viral on social media 

platforms such as Facebook, TikTok, Helo and Twitter (Jadhav, 2020). In taking advantage 

of what was presented as state-sponsored profiling of a minority community, the far-right 

exploited the Covid-19 crisis to further their own agenda of calling for the persecution of the 

Muslim community.  

 

Prasad (2020) found that the pandemic was used to promote Hindutva ideology (described as 

cultural nationalism) by asserting Muslims as the spreaders of the virus and constructing the 

community as a threat or enemy to the country. This ideological discourse was established 

through 3 stages; first, surface level validation, which refers to information that confirms a 

pre-conceived idea about a perceived enemy; second, inflammatory rhetoric which 

scapegoats the enemy and incites moral social panic; and third, an environment of fear and 

paranoia which curates symbolic and physical violence towards the perceived enemy (Prasad, 

2020).  

 

As was the case with Covid-19 conspiracies, the virality of online extremism and 

Islamophobia resulted in several transgressions to the offline world, including 

marginalisation, discrimination, and violence (Perrigo, 2020). Islamophobia in the UK has 

had a detrimental effect on Muslim healthcare workers, who have reported disproportionate 

difficulty in acquiring personal protective equipment, thereby being exposed to more risk 

(Akçakaya, 2021; Bi, 2020). Minority groups including Muslims have also experienced 

poorer mental health due to discrimination and marginalisation associated with Covid-19 

(Jaspal and Lopes, 2021), as well as barriers to seeking health and testing due to the 

stigmatisation they have received (Mukherjee, 2020). Notable examples also include an 

incident where a Muslim woman was approached by a man in south London, who coughed in 

her face and claimed he had coronavirus (Hamill-Stewart, 2020), and where seven Muslim 

volunteers in India were assaulted by a group of local BJP members in April 2020 as they 

tried to distribute food to impoverished people in districts of Karnataka (Ellis-Petersen and 

Rahman, 2020).  



 

Rationale 

 

The aim of the research was to examine both language and sentiment used when discussing 

Covid-19 misinformation, Islamophobia and extremism. The focus of the current study is to 

analyse the treatment and attitudes towards Muslims online in the context of Covid-19. During 

the pandemic, Twitter had been a source of interaction, reaction, and (mis)information and was 

therefore a potentially rich source of data. Misinformation during a global health event can 

cause harm to individuals and communities. When paired with already rife online Islamophobia 

there is a clear need to investigate further to identify contributing factors, reactions, and how 

this might shape responses in the future to reduce such online misinformation and hate. Whilst 

Twitter can involve a global audience and user base the focus is on English speaking user data. 

At present, the UK government has no legislation designed to regulate the accuracy and 

legitimacy of news or information shared online, however new laws may materialise in 

response to the Online Harms Whitepaper (2019) which could improve overall investment and 

attention to reducing the spread of false information. 

 

Methods  

 

Our approach involved two separate stages of analysis. One with a quantitative focus on 

language and the comparison of language used between different user types. This would 

involve categorising users and their tweets based on their levels of anonymity, membership 

length, and postage frequency (in line with the method used by Sutch and Carter, 2019) and 

then using corpus linguistic analysis to explore differences in language use between users.  

The second approach involved using a smaller subset of the originally collected tweets, but 

instead using sentiment analysis to determine if there were any differences in emotion or 

sentiment being expressed in these tweets quantitatively. In this case tweets were categorised 

as being pro-social or anti-social in intent (see below).  Combining these forms of analysis 

allow for exploration of both the literal use of language as well as the emotion being actively 

expressed. 

 

Data Collection and Sample 

 

When employing corpus linguistic techniques there is not an agreed upon corpus size 

(Hiltunen et al., 2017), although Haber (2015) suggests that when employing these methods 

on Twitter 200 tweets per users is generally recommended as a minimum. To identify the 

users that tweets would be collected from, a word list containing 19 extreme words/phrases 

such as #banislam and #islamistheproblem was generated (see Appendix A). This word list 

was based on previous work (Awan et al., 2019; Sutch and Carter, 2019) and past use had 

generated a large volume and range of user accounts to then collect general tweets from. 

Once user accounts were identified a selection of the most recent tweets could be collected. 

To collect the original tweet data, software known as Twitter archiving google sheet (TAGS) 

was used as it performs automated collection for search results from Twitter based on search 

terms, hashtags and even use profiles. Through this process a total of 100 Twitter accounts 

and 100,545 tweets were examined (this number was reduced further for the sentiment 

analysis – see below). The tweets were collected over a period of 12 months, from January 

2021 to January 2022. There was no geographic limit to where the tweets originated from, 

and often such location information is not included as part of the Twitter meta-data. 

However, the focus on English language tweets meant many tweets were from English 

speaking countries or users with English as a language. This is reflected in the content of the 



tweets which were often UK and US-centric, and the inclusion of tweets in reaction to events 

with large populations of English speakers (such as India). This limits any generalisation of 

the result to COVID-19 related Islamophobia to English speaking populations, rather than 

allowing more completely global comparisons. 

 

Corpus Linguistic Approach 

Corpus Linguistics is a text/word level approach that considers the relative frequencies of 

word occurrences, and patterns of word usage (McEnrey and Hardie, 2011). These data sets, 

or corpora, are collections of text that can number in the millions of words. It is possible to 

compare corpora and determine whether certain words, phrases or word pairs occurring 

statistically more frequently in one corpus than another. It is possible to determine whether 

certain words are more key or important within a text (used more than would be expected by 

chance alone) and which words share a certain linguistic space, again beyond that expected 

by chance. In the past it has, for example, been used to compare author or publication styles, 

to investigate language around sexuality (Baker, 2018), and political discourse (Orpin, 2005). 

Baker et al. (2013) demonstrated the effectiveness of utilising such methods to measure 

attitudes towards Islam, their study investigated language use in British newspapers relating 

to the word ‘Muslim’. This form of analysis, although quantitative in nature initially, allows 

for the keywords analysed to be examined in social and cultural context. The original context 

and surrounding language are preserved when looking at the examples of word usage. We 

can see which words occur more frequently, but we can also examine all cases of that word 

use to see the full tweet or phrase.  

 

In the current research, user accounts were scored based on the amount of personal 

identifiable information available (giving an anonymity score – higher values indicating the 

user was more identifiable/less anonymous). Each identifiable item (a name, a location, a 

personal profile picture/avatar etc.) added to the score to a maximum of seven. There are 

issues with operationalising anonymity as it is difficult to determine the legitimacy of 

accounts, this has been considered and the present research attempts to adopt a more 

exhaustive measure of operationalisation compared to previous attempts by other research, 

which only focused on user’s names and whether they have a URL (Peddinti et al. 2017). 

These scores were then visually binned to produce discrete categories (low, moderate and 

high anonymity). A similar approach was taken to postage frequency with each user having 

an average number of tweets per month as a value (taken as a simple mean: total tweets 

divided by total months of membership). This again was visually binned to produce three 

categories (low, moderate and high postage frequency).  For membership length the data of 

joining was used as the start point, and a value in months representing the total time spent as 

a Twitter member up to the point of data collection. This too was divided into three 

categories (low, moderate and high length). See Table 1:  

 

[INSERT TABLE 1 HERE] 

 

For the research presented here the corpus linguistic analysis was performed using AntConc 

computer software (version 3.5.7) (Anthony, 2018). The software can produce keyword lists 

and perform keyness comparisons between categories or corpora. 

 

Sentiment Analysis Approach 

 

This approach traditionally has been used within marketing to determine the perception 

towards products, services or adverts. In its most basic form, it is the simple recording of 



whether a response to an item is positive or negative (the polarity) and can be done either via 

manual classification of responses or by using data mining and machine learning (Pang and 

Lee, 2008). This approach has gradually become more sophisticated with the inclusion of 

emotional lexicons, and specialist lexicons. These are specific dictionaries where specific 

terminology is given a value, for example words associated with a positive response can be 

given a positive value, and those with a negative response a correspondingly negative value 

(Crossley et al. 2016). Comments and responses can then be parsed, and a value assigned to 

each based on the overall sentiment expressed.  

 

Rather than simple positive or negative comparison much more subtle distinctions and 

measurements can be made. For example, EmoLex (Mohammed and Turney, 2013) is an 

emotional lexicon used within sentiment analysis that has two broad initial categories, 

positive and negative, and eight emotional categories: anger, anticipation, disgust, fear, joy, 

sadness, surprise, trust. This gives a much more fine-grained understanding of the emotional 

content of a response. For the research we present here this process was automated by the 

Sentiment Engine for the Analysis of Cognitive Emotion, or SÉANCE software (Crossley et 

al., 2016), and used the EmoLex emotional lexicon to calculate sentiment values. 

As EmoLex was to be used by SEANCE to allow for a more fine-grained measurement of the 

emotions expressed, across several emotional categories this potentially increased the number 

of statistical tests (in this case t-tests) to be run. We therefore focused on comparisons 

between pro and anti-social tweets, across these emotional categories. By reducing the 

broader comparisons to two categories (pro and anti-social tweets) this reduced the number of 

tests being run, and ultimately reduced the potential for Type I errors in the final analysis. 

The present research followed the operationalisation definitions used by previous research 

when looking at classifying pro-social and anti-social behaviour online (Sutch and Carter, 

2019). Anti-social behaviour can be classified by acting in a manner which has or is likely to 

cause harassment or distress to others who are not part of the same household (Berman, 2009; 

The Crime and Disorder Act, 1998). Pro-social behaviour is an action which has a sole 

intention to benefit or provide help to other individuals (Padilla-Walker and Carlo, 2015), it 

is particularly evident in the form of protection from aggression (Amichai-Hamburger et al., 

2015). If they could not be assigned or were unclear, they were not included resulting in a 

reduced overall sample size of 40,34 tweets. The sentiment analysis therefore used 

approximately 40% of the tweets from the original sample of 100, 545 used in the corpus 

linguistic analysis. 

 

Hypotheses 

This research hypothesised that Twitter accounts with high anonymity (characterised by a 

low number of identifiable items), low membership length and low postage frequency will be 

significantly more associated with extreme words. The research hypothesised that scores for 

EmoLex categories such as Anger, Disgust and Fear would be significantly more associated 

with antisocial tweets, whereas scores for EmoLex categories such as joy, surprise and trust 

would be significantly more associated with prosocial tweets. 

Results 

Corpus Linguistic Analysis 

A series of corpus linguistic analyses were conducted on 100,545 tweets from 100 Twitter 

users. A wordlist containing 28 words, which represented Covid-19 and Islamophobic related 



hashtags/search terms was generated. This wordlist was based on the previous Twitter and 

corpus-based research (Awan et al., 2019; Sutch and Carter, 2019), as well as broader 

research on language commonly associated with Islamophobia (Awan, 2014; Baker, 2018). 

This includes terms and phrases such as ‘Muzrat’ and ‘Islamiscancer’ for example. Using 

AntConc software (Anthony, 2004; Anthony, 2018) a total of nine Keyness analyses were 

performed on the three categorical variables of anonymity, membership length and postage 

frequency. Keyness analysis allows researchers to evaluate whether a word occurs more 

frequently in a target corpus as compared to its occurrence in the reference corpus, indicating 

that the word maybe a key term of the target corpus (Scott, 1997). When looking at Keyness 

results it is important to note that negative Keyness values represent words which are 

unusually infrequent compared to words in a reference corpus (Anthony, 2004). 

[INSERT TABLE 2] 

[INSERT TABLE 3] 

 

[INSERT TABLE 4]  

The tables above represent the comparisons for the three levels of anonymity. Results 

illustrate that the low anonymity corpus contains more words which occur significantly more 

frequently when compared to both the high anonymity corpus and the moderate anonymity 

corpus. These findings suggest that low levels of anonymity may be predictive of increased 

Islamophobic language use. Specifically, low anonymous users, those who are more 

identifiable online are much more likely to use extremist terms than those with high 

anonymity or moderate anonymity. 

 

[INSERT TABLE 5] 

 

[INSERT TABLE 6] 

 

[INSERT TABLE 7] 

 

The three tables above represent the comparisons for the three levels of membership length. 

Results illustrate that the moderate membership length corpus contains more words which 

occur significantly more frequently when compared to both the low membership length 

corpus and the high membership length corpus. These findings suggest that Twitter users 

with a moderate membership length are much more likely to use extremist terms than those 

with low to high membership length. 

 

[INSERT TABLE 8] 

 

[INSERT TABLE 9] 

[INSERT TABLE 10] 

 

The three tables above represent the comparisons for the three levels of postage frequency. 

Results illustrate that the low postage frequency corpus contains more words which occur 

significantly more frequently when compared to both the moderate postage frequency corpus 

and the high postage frequency corpus. These findings suggest that Twitter users with a low 

postage frequency are much more likely to use extremist terms than those with moderate to 



high postage frequency.  Overall, the corpus linguistic analysis has demonstrated that 

extreme language used online relating Islamophobia and misinformation during the covid-19 

pandemic was significantly more associated with accounts that demonstrate low levels of 

anonymity moderate levels of membership length and low levels of postage frequency. 

 

Twitter Sentiment Analysis 

 

As can be seen in table 11 there appear to be only marginal differences in the mean scores for 

each EmoLex category between Prosocial and Antisocial Tweets. Some larger differences 

can be seen in some areas with higher mean Anger, Sadness and Fear for Prosocial compared 

to Anti. With notably higher mean Joy for the Antisocial. 

 

[INSERT TABLE 11] 

 

Given the independent design (IV Tweet Type: Pro or Antisocial) a series of independent t-

tests were run for the eight EmoLex categories. The t-tests revealed a significant difference 

(ps <.05) in all comparisons. Reflecting significantly higher mean scores for Anger, Disgust, 

Fear, Sadness, and Trust in Prosocial Tweets compared to Antisocial tweets. This also 

reflects significantly higher means scores for Anticipation, Joy, and Surprise in Anti-social 

Tweets compared to Prosocial. 

 

Discussion 

 

Corpus Linguistic Analysis 

 

The present research did not support the hypothesis outlining that Twitter accounts with 

higher anonymity characterised by a low number of identifiable items would be significantly 

more associated with extreme words. On the contrary, it was discovered that Twitter accounts 

with low anonymity characterised by a high number of identifiable items were significantly 

more associated with extreme words.  These findings appear to contradict previous research 

in the area which found that a high level of anonymity is significantly more associated with 

extremist content online (Awan et al., 2019; Sutch and Carter, 2019). The present research 

appears to dispute theories around deindividuation and online disinhibition effects. These 

theories elucidate how deindividuation weakens inhibitions against non-normative behaviour 

and how there is a difference between communicating online, whereby individuals can 

experience a sense of security in communicating online due to the ability to remain 

anonymous (Festinger, Pepitone, and Newcomb, 1952; Suler, 2004; Zimbardo, 1969).  The 

current research did not support the hypothesis which outlined that Twitter accounts with a 

low membership length, characterised by zero to 1000 days active would be significantly 

more associated with extreme words. Rather, it was established that accounts with a moderate 

level of membership length, characterised by 1001 to 3000 days active were more 

significantly associated with extreme language. These findings dispute previous research 

which found that Twitter users with a low membership length were significantly more 

associated with extreme language (Sutch and Carter, 2019). The current research does 

somewhat support previous research which stated that having a higher level of membership 

length is associated with non-normative behaviour (Moscovici and Zavalloni, 1969). 

Although the current research found this relationship to be associated with moderate 

membership, this category is indicative of having an increased level of membership but is not 

at the high end of the scale.  

 



As hypothesised, the present research found that Twitter accounts with low postage 

frequency, characterised by an average number of between zero and ten tweets per day, were 

more significantly associated with extremist language. These findings concur with previous 

research which also found that low postage frequency is a predictive factor of online 

extremism (Sutch and Carter, 2019). The research disputes wider findings that state that a 

higher degree of engagement is indicative of a higher level of extremist behaviour (Del 

Vicario et al., 2016).  Although the findings regarding anonymity did not meet the 

hypothesis, the results have illustrated important theoretical ideas which require further 

attention. To explore plausible theoretical explanations for this it is crucial to take a closer 

look at the factors associated with the trigger event, Covid-19. When discussing the role of 

trigger events in the propagation of cyber hate it is important to highlight the work of 

Williams and Burnap (2016), which provided novel findings that demonstrated the ability to 

detect cyber hate in the aftermath of antecedent trigger events. For the current research the 

antecedent trigger event was Covid-19, when looking closely at this trigger event it was quite 

unique in the sense that it has been able to sustain continuous influxes on cyberhate since the 

beginning of the pandemic in 2020. This is significant, when looking at the work of Williams 

and Burnap (2016) their research around the Woolwich attack demonstrated that cyber hate 

had a half-life, whereby event specific cyber hate can be relatively short term. 

 

The pattern and continued spread of cyberhate related to the trigger event of Covid-19 is 

quite unique and therefore it is not surprising that factors such as anonymity played a 

differential and lesser role in the propagation of cyber hate. In general, the protracted nature 

of Covid-19 pandemic may have had an impact on people remaining anonymous, as well as 

the shelf life of their Twitter membership. An explanation for these findings could be found 

by exploring the specific characteristics of the trigger event, how did misinformation, 

disinformation, xenophobia, fake news and conspiracy theories rapidly saturate the 

mainstream discourse around Covid-19 throughout the world. On many occasions throughout 

the pandemic this discourse has been peddled by senior politicians, governments, medical 

professionals and mainstream media. Schwarz et al. (2016) highlights how the credibility of 

the source plays a role in the dissemination and acceptance of information. In addition to this, 

research looking at authority and misinformation found that that the misinformation effect 

only occurred in the high authority conditions (Skagerberg and Wright, 2008). Both high 

credible and high authority individuals played a significant role in adopting and encouraging 

the dissemination of the above-mentioned discourse. Looking closely at India for example, it 

is evident through the actions of media outlets, such as ‘The Hindu’ which printed caricatures 

depicting a Covid-19 shaped virus wearing Muslim clothing, as well as the actions of the 

Indian government who profiled the Tablighi Jamaat as super spreaders causing a 22-fake 

news frenzy (Bakry et al., 2020; Udupa, 2020), played a significant role in the perpetuation of 

Islamophobia throughout the pandemic.  

 

The current research argues that the role of anonymity can have a lesser effect when 

misinformation, disinformation, xenophobia, fake news and conspiracy theories have 

saturated the mainstream discourse. This could cause individuals to struggle to differentiate 

between information they are exposed to and favour the consensus of the majority which has 

been supported by individuals of high authority and credibility. This in turn dampens the 

need for individuals to hide behind anonymity when expressing their views. The findings 

around anonymity also present the idea that individuals online may be attempting to push the 

boundaries to see how far and extreme they can go online without being anonymous. If users 

online are more confident to express their true thoughts and ideologies online without the 



protection of anonymity, this could encourage the transgression of similar behaviour offline, 

which mean surges in offline hate and abuse.   

 

Sentiment Analysis 

 

The results from the sentiment analysis indicated that emotional sentiments such as anger, 

disgust, fear, sadness and trust were significantly more associated with pro-social Twitter 

users whereas sentiments such as anticipation, joy and surprise were significantly more 

associated with anti-social Twitter users.  Initially these results seem counterintuitive as the 

supposedly positively framed prosocial tweets, tweets around combating misinformation and 

Islamophobia, scored highly for very negative emotional states. However, this appears to 

reflect the emotional response that prosocial tweeters are having to the negative content they 

encounter – that of the antisocial tweeters, spreaders of misinformation, and Islamophobes. 

They are directing in their comments anger towards these individuals, disgust at their 

behaviour and statements, fear of the impact it may have on their safety and that of others. 

These findings support previous research which found that pro-social behaviour is evident in 

the form of protection from aggression (Amichai-Hamburger et al., 2013; Lapidot-Lefler and 

Barak, 2015).  Contrastingly the significant inclusion of joy in the tweets of those considered 

to be antisocial potentially reflects the satisfaction taken in being contrary, either through the 

process of trolling or potential enjoyment in the impact their statements have. It has been 

noted that high scores on the Dark Triad/Tetrad (with sadism being one of the scored traits) 

can be associated with antisocial online behaviour (Craker and March, 2016), and 

cyberbullying (Goodboy and Martin, 2015). If this applies in this context also it would 

explain the Joy and Anticipation present. 

 

Conclusion 

 

Overall, it is apparent that the composition of Twitter users who engaged in extremist 

Islamophobic behaviour on the platform during the Covid-19 pandemic differed from what 

was anticipated. Importantly findings around membership length and anonymity disputes 

previous research within this area, a novel finding. Contradicting assumptions about the role 

of anonymity plays in online extremism, as well as the assumed role of long-term immersion 

(membership length) or presence in an echo chamber like environment has on online 

extremism. Although findings surrounding the sentiment analysis of tweets diverged from 

expected findings, further consideration and application to wider literature indicates plausible 

reasoning for the presence of displayed sentiments. For example, it is likely that pro-social 

accounts which displayed negative sentiment such as disgust and anger was a response to 

content shared by anti-social accounts. 

 

This research argues for future research to extend on the findings around anonymity, it would 

be advantageous to conduct research that measures different trigger events, taking in account 

the level to which content such as Islamophobia, extremism, misinformation and 

disinformation has been mainstreamed. This would allow for the development of the 

theoretical ideas around the dynamic shift of the role of anonymity proposed by the present 

research. This research also recommends the development of soft verification to tackle online 

anonymity. Although the present findings found that anonymity was not crucial in 

perpetuating the disseminations of harmful content during Covid-19, nevertheless a large 

amount of previous research (Awan et al., 2019; Christopherson, 2007; Sutch and Carter, 

2019;) has well documented the role in which anonymity can play in the spread of harmful 

content online. Therefore, it is suggested that whilst further investigations are made into 



looking at how the dynamics around the role of anonymity may be changing, it is crucial in 

the meantime that this is not overlooked when employing tactics to reduce and mitigate the 

spread of harmful behaviour and content online.   
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TABLES TO INSERT 

TABLE 1: Categories for Comparison 
Category Anonymity Postage Frequency Membership Length 

Low 5-7 identifiable 

items 

Average number of 

tweets per day 

between zero and ten 

0 to 1000 days active 

Moderate 3-4 identifiable 

items 

Average number of 

tweets per day 

between 11 and 50 

1001 to 3000 days active 

High 0- 2 identifiable 

items 

Average number of 

tweets per day 

between 51 and 150 

3001 to 5001 days active 

 
  



 
TABLE 2  

Keyness analysis for low Anonymity and suggested extreme words  

 Low Anonymity comparisons  

Low anonymity vs Moderate 

anonymity 

Low anonymity vs High anonymity  

Key terms Frequency 

value 

Keyness 

value 

Significance 

value 

Frequency 

value 

Keyness 

value 

Significance 

value 

muslimban 54 +113.3 <.0003 54 +103.58 <.0003 

beingmuslimterriost 44 +92.32 <.0002 44 +113.01 <.0002 

islamspreadcovid 40 +83.93 <.0002 40 +102.74 <.0002 

delhiagainstjehadviolence 30 +62.94 <.0001 30 +77.05 <.0001 

banjihadimedia 23 +48.26 <.0001 23 +59.07 <.0001 

ihateislam 21 +44.06 <.0001 21 +53.94 <.0001 

stayawayfromislam 1 -30.45 <.0001 - - - 

bantablighijamal - - - 11 +28.25 <.0001 

islamiccoronajehad - - - 2 -29.88 <.0001 

jihadagent - - - - - - 

jihadwatchrs  2 -30.36 <.0001 - - - 

islamistheproblem - - - - - - 



 
  

crushtablighispitters - - - - - - 

islamicvirus - - - - - - 

islamiscancer - - - - - - 

islamisevil - - - - - - 

coronajehad - - - - - - 

allahisgay - - - - - - 

coronahoax - - - - - - 

coronajihad - - - - - - 

covidiots - - - - - - 

covidscam - - - - - - 

radicalislamicterrorist - - - - - - 

nizamuddinidiots - - - - - - 

saynotohalal - - - 45 +115.58 <.0002 

banjahiljamat - - - - - - 

islamexposed - - - - - - 

spitting - - - 5 -26.15 <.0001 



TABLE 3 

Keyness analysis for Moderate Anonymity and suggested extreme words 

 Moderate Anonymity comparisons 

Moderate anonymity vs Low 

anonymity  

Moderate anonymity vs High 

anonymity  

Key terms Frequency 

value 

Keyness 

value 

Significance 

value 

Frequency 

value 

Keyness 

value 

Significance 

value 

muslimban - - - - - - 

beingmuslimterriost - - - - - - 

islamspreadcovid - - - - - - 

delhiagainstjehadviolence - - - - - - 

banjihadimedia - - - - - - 

ihateislam - - - - - - 

stayawayfromislam 44 +30.45 <.0001 44 +77.34 <.0001 

bantablighijamal - - - - - - 

islamiccoronajehad - - - 6 -40.08 <.0001 

jihadagent - - - 35 +61.52 <.0001 

jihadwatchrs  50 +30.36 <.0001 50 +63.66 <.0001 

islamistheproblem - - - 21 +36.91 <.0001 

crushtablighispitters - - - 1 -31.2 <.0001 

islamicvirus - - - 1 -25.12 <.0001 



 

  

islamiscancer - - - 37 +65.03 <.0001 

islamisevil - - - - - - 

coronajehad - - - - - - 

allahisgay - - - - - - 

coronahoax 37 +31.91 <.0001 - - - 

coronajihad - - - - - - 

covidiots - - - - - - 

covidscam 110 +94.87 <.0003 110 +193.35 <.0003 

radicalislamicterrorist 49 +42.26 <.0001 49 +86.13 <.0001 

nizamuddinidiots - - - - - - 

saynotohalal - - - - - - 

banjahiljamat - - - - - - 

islamexposed - - - - -  

spitting - - - - - - 



 

TABLE 4 

Keyness analysis for High Anonymity and suggested extreme words 

 High Anonymity comparisons 

High anonymity vs Low anonymity  High anonymity vs moderate 

anonymity  

Key terms Frequency 

value 

Keyness 

value 

Significance 

value 

Frequency 

value 

Keyness 

value 

Significance 

value 

muslimban 6 -103.58 <.0001 - - - 

beingmuslimterriost - - - - - - 

islamspreadcovid - - - - - - 

delhiagainstjehadviolence - - - - - - 

banjihadimedia - - - - - - 

ihateislam - - - - - - 

stayawayfromislam - - - - - - 

bantablighijamal - - - - - - 

islamiccoronajehad 66 +29.88 <.0001 66 +40.08 <.0001 

jihadagent - - -    

jihadwatchrs  - - - 4 -63.66 <.0001 

islamistheproblem - - -    



 
  

crushtablighispitters - - - 36 +31.2 <.0001 

islamicvirus - - - 30 +25.12 <.0001 

islamiscancer - - - 58 +62.25 <.0001 

islamisevil 53 +34.36 <.0001 - - - 

coronajehad - - - 38 +40.78 <.0001 

allahisgay - - - 37 +39.71 <.0001 

coronahoax - - - - - - 

coronajihad - - - - - - 

covidiots - - - - - - 

covidscam - - - - - - 

radicalislamicterrorist - - - - - - 

nizamuddinidiots - - - - - - 

saynotohalal - - - - - - 

banjahiljamat - - - - - - 

islamexposed - - - - - - 

spitting 79 +26.15 <.0001 - - - 



 
TABLE 5 

Keyness analysis for low membership length and suggested extreme words 

 Low Membership length comparisons 

Low membership length vs 

Moderate membership length  

Low membership length vs High 

membership length  

Key terms Frequency 

value 

Keyness 

value 

Significance 

value 

Frequency 

value 

Keyness 

value 

Significance 

value 

muslimban 6 -44.92 <.0001 - - - 

beingmuslimterriost - - - - - - 

islamspreadcovid - - - - - - 

delhiagainstjehadviolence - - - - - - 

banjihadimedia - - - - - - 

ihateislam 21 +28.27 <.0001 - - - 

stayawayfromislam - - - 2 -89.68 <.0001 

bantablighijamal - - - - - - 

islamiccoronajehad 16 -27.05 <.0001 - - - 

jihadagent - - - - - - 

jihadwatchrs  - - - 8 -63.85 <.0001 

islamistheproblem - - - - - - 



 
  

crushtablighispitters - - - - - - 

islamicvirus - - - - - - 

islamiscancer 60 +80.77 <.0001 - - - 

islamisevil 62 +83.47 <.0001 62 +43.56 <.0001 

coronajehad - - -    

allahisgay 37 +49.81 <.0001 37 +26 <.0001 

coronahoax 37 +49.81 <.0001 37 +26 <.0001 

coronajihad 9 -34.18 <.0001 - - - 

covidiots - - - 9 -33.4 <.0001 

covidscam - - - - - - 

radicalislamicterrorist - - - - - - 

nizamuddinidiots 2 -67.93 <.0001 - - - 

saynotohalal - - - - - - 

banjahiljamat 5 -50.81 <.0001 - - - 

islamexposed 51 +60.2 <.0001 51 +35.83 <.0001 

spitting - - - - - - 



 
TABLE 6 

Keyness analysis for moderate membership length and suggested extreme words 

 Moderate Membership length comparisons 

Moderate membership length vs Low 

membership length 

Moderate membership length vs 

High membership length 

Key terms Frequency 

value 

Keyness 

value 

Significance 

value 

Frequency 

value 

Keyness 

value 

Significance 

value 

muslimban 53 +44.92 <.0001 53 +30.94 <.0001 

beingmuslimterriost 44 +62.8 <.0001 44 +31.99 <.0001 

islamspreadcovid 40 +57.09 <.0001 40 +29.08 <.0001 

delhiagainstjehadviolence 30 +42.82 <.0001 - - - 

banjihadimedia 23 +32.83 <.0001 - - - 

ihateislam - - - - - - 

stayawayfromislam - - - - - - 

bantablighijamal - - - - - - 

islamiccoronajehad 58 +27.05 <.0001 58 +42.16 <.0001 

jihadagent 35 +49.95 <.0001 35 +25.44 <.0001 

jihadwatchrs  - - - 6 -68.01 <.0001 

islamistheproblem - - - - - - 



 

  

crushtablighispitters 39 +55.66 <.0001 39 +28.35 <.0001 

islamicvirus - - - - - - 

islamiscancer - - - - - - 

islamisevil - - - - - - 

coronajehad - - - - - - 

allahisgay - - - - - - 

coronahoax - - - - - - 

coronajihad 51 +34.18 <.0001 51 +37.07 <.0001 

covidiots - - - 3 -49.02 <.0001 

covidscam - - - - - - 

radicalislamicterrorist 49 +69.93 <.0001 49 +35.62 <.0001 

nizamuddinidiots 58 +67.93 <.0001 58 +42.16 <.0001 

saynotohalal 45 +64.23 <.0001 45 +32.17 <.0001 

banjahiljamat 55 +50.81 <.0001 55 +39.98 <.0001 

islamexposed 1 -60.2 <.0001 - - - 

spitting - - - 60 +35.79 <.0001 



 

TABLE 7 

Keyness analysis for high membership length and suggested extreme words 

 High Membership length comparisons 

High membership length vs Low 

membership length 

High membership length vs 

moderate membership length 

Key terms Frequency 

value 

Keyness 

value 

Significance 

value 

Frequency 

value 

Keyness 

value 

Significance 

value 

muslimban - - - 1 -30.94 <.0001 

beingmuslimterriost - - - - - - 

islamspreadcovid - - - - - - 

delhiagainstjehadviolence - - - - - - 

banjihadimedia - - - - - - 

ihateislam - - - - - - 

stayawayfromislam 43 +89.68 <.0002 43 +102.2 <.0002 

bantablighijamal - - - - - - 

islamiccoronajehad - - - - - - 

jihadagent - - - - -  

jihadwatchrs  42 +63.85 <.0002 42 +68.01 <.0002 

islamistheproblem - - - - - - 



 
  

crushtablighispitters - - - - - - 

islamicvirus - - - - - - 

islamiscancer - - - - - - 

islamisevil - - - - - - 

coronajehad - - - - - - 

allahisgay - - - - - - 

coronahoax - - - - - - 

coronajihad - - - - - - 

covidiots 28 +33.4 <.0001 28 +49.02 <.0001 

covidscam - - - - - - 

radicalislamicterrorist - - - - - - 

nizamuddinidiots - - - - - - 

saynotohalal - - - - - - 

banjahiljamat - - - - - - 

islamexposed - - - - - - 

Spitting - - - 1 -35.79 <.0001 



 
 
TABLE 8 

Keyness analysis for low postage frequency and suggested extreme words 

 Low postage frequency comparisons 

Low postage frequency vs 

moderate postage frequency 

Low postage frequency vs high 

postage frequency 

Key terms Frequency 

value 

Keyness 

value 

Significance 

value 

Frequency 

value 

Keyness 

value 

Significance 

value 

muslimban 6 -62 <.0001 - - - 

beingmuslimterriost 44 +47.44 <.0001 - - - 

islamspreadcovid 40 +43.12 <.0001 - - - 

delhiagainstjehadviolence 30 +32.34 <.0001 - - - 

banjihadimedia - - - - - - 

ihateislam - - - - - - 

stayawayfromislam 44 +39.6 <.0001 - - - 

bantablighijamal - - - - - - 

islamiccoronajehad 74 +79.78 <0001 - - - 

jihadagent - - - - - - 

jihadwatchrs  9 -42.62 <.0001 - - - 



 
  

islamistheproblem - - - - - - 

crushtablighispitters 39 +42.05 <.0001 - - - 

islamicvirus 32 +34.5 <.0001 - - - 

islamiscancer 64 +69 <.0001 - - - 

islamisevil 62 +66.84 <.0001 - - - 

coronajehad 38 +40.97 <.0001 - - - 

allahisgay 37 +39.89 <.0001 - - - 

coronahoax 37 +39.89 <.0001 - - - 

coronajihad - - - - - - 

covidiots - - - - - - 

covidscam 110 +118.59 <.0002 - - - 

radicalislamicterrorist - - - - - - 

nizamuddinidiots 60 +64.69 <.0001 - - - 

saynotohalal 45 +48.51 <.0001 - - - 

banjahiljamat 60 +64.69 <.0001 - - - 

islamexposed 52 +56.06 <.0001 - - - 

spitting 90 +46.75 <.0001 - - - 



 
 
TABLE 9 

Keyness analysis for moderate postage frequency and suggested extreme words 

 Moderate postage frequency comparisons 

Moderate postage frequency vs low 

postage frequency 

Moderate postage frequency vs 

high postage frequency 

Key terms Frequency 

value 

Keyness 

value 

Significance 

value 

Frequency 

value 

Keyness 

value 

Significance 

value 

muslimban 54 +62 <.0001 - - - 

beingmuslimterriost - - - - - - 

islamspreadcovid - - - - - - 

delhiagainstjehadviolence - - - - - - 

banjihadimedia - - - - - - 

ihateislam - - - - - - 

stayawayfromislam 1 -39.6 <.0001 - - - 

bantablighijamal - - - - - - 

islamiccoronajehad - - - - - - 

jihadagent 35 +61.28 <.0001 - - - 

jihadwatchrs  47 +42.62 <.0001 - - - 



 
  

islamistheproblem - - - - - - 

crushtablighispitters - - - - - - 

islamicvirus - - - - - - 

islamiscancer - - - - - - 

islamisevil - - - - - - 

coronajehad - - - - - - 

allahisgay - - - - - - 

coronahoax 1 -38.56 <.0001 - - - 

coronajihad - - - - - - 

covidiots - - - - - - 

covidscam - - - - - - 

radicalislamicterrorist 49 +85.79 <.0001 - - - 

nizamuddinidiots - - - - - - 

saynotohalal - - - - - - 

banjahiljamat - - - - - - 

islamexposed - - - - - - 

spitting 11 -46.75 <.0001 - - - 



 
TABLE 10 

Keyness analysis for high postage frequency and suggested extreme words 

 High postage frequency comparisons 

High postage frequency vs low 

postage frequency 

High postage frequency vs moderate 

postage frequency  

Key terms Frequency 

value 

Keyness 

value 

Significance 

value 

Frequency 

value 

Keyness 

value 

Significance 

value 

muslimban - - - - - - 

beingmuslimterriost - - - - - - 

islamspreadcovid - - - - - - 

delhiagainstjehadviolence - - - - - - 

banjihadimedia - - - - - - 

ihateislam - - - - - - 

stayawayfromislam - - - - - - 

bantablighijamal - - - - - - 

islamiccoronajehad - - - - - - 

jihadagent - - - - - - 

jihadwatchrs  - - - - - - 

islamistheproblem - - - - - - 



 
  

crushtablighispitters - - - - - - 

islamicvirus - - - - - - 

islamiscancer - - - - - - 

islamisevil - - - - - - 

coronajehad - - - - - - 

allahisgay - - - - - - 

coronahoax - - - - - - 

coronajihad - - - - - - 

covidiots - - - - - - 

covidscam - - - - - - 

radicalislamicterrorist - - - - - - 

nizamuddinidiots - - - - - - 

saynotohalal - - - - - - 

banjahiljamat - - - - - - 

islamexposed - - - - - - 

spitting - - - - - - 



TABLE 11 
 
Table 11: Mean and SD EmoLex Scores for Prosocial and Antisocial Tweets 

 

Condition N Mean 

Std. 

Deviation 

Anger Prosocial 18495 .026 .043 

Antisocial 21845 .019 .043 

Anticipation Prosocial 18495 .023 .042 

Antisocial 21845 .025 .055 

Disgust Prosocial 18495 .015 .035 

Antisocial 21845 .014 .039 

Fear Prosocial 18495 .032 .049 

Antisocial 21845 .024 .048 

Joy Prosocial 18495 .016 .039 

Antisocial 21845 .020 .053 

Sadness Prosocial 18495 .022 .038 

Antisocial 21845 .019 .044 

Surprise Prosocial 18495 .011 .031 

Antisocial 21845 .014 .041 

Trust Prosocial 18495 .044 .066 

Antisocial 21845 .041 .069 



 
 


