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Abstract—Diffusion magnetic resonance imaging (dMRI) is a 

popular technique for diagnosing dementia through finding a 

number of measures with diffusion tensor imaging (DTI). 

However, this technique is too expensive to be widely used to 

scan populations.  The primary objective of this research is to 

identify factors/indices which are both (i) rather inexpensive to 

find, and (ii) usable to estimate DTI measures and eventually to 

diagnose dementia. This will the basis for a low-cost diagnostic 

solution. Such factors are selected amongst lifestyle for brain 

health (LIBRA) and brain atrophy and lesion index (BALI) 

factors. These factors are pertinent to dementia and relatively 

inexpensive to find. However, BALI and LIBRA are comprised 

of 49 factors altogether, and development of a diagnostic 

algorithm with 49 inputs is infeasible. Therefore, it is necessary 

to pick the most impactful factors to be used in diagnosis 

algorithm development. Fuzzy subtractive clustering was 

employed for this purpose. This research shows that the grey 

matter lesions and subcortical dilated perivascular spaces 

(GM-SV) and periventricular white matter lesions (PV) from 

BALI and age, level of education, job status, antidepressant 

drugs, diabetes control drugs, obesity (BMI) and dementia 

preventive diet from LIBRA are the most influential factors to 

identify DTI measures. 

Keywords— Fuzzy subtractive clustering, Dementia, LIBRA, 

BALI, DTI, Diffusion MRI 

I. INTRODUCTION  

Dementia, including Alzheimer's disease, is a serious risk 
for independence and quality of life, particularly for the ever-
increasing aged population, i.e. people 65+ years old [1]. 
With the current trend, globally, the number of dementia 
patients is estimated to reach 66 million by 2030 and  115 
million by 2050 [2].Nowadays, dementia is a substantial 
emotional, physical, and financial burden on patients, carers, 
health systems and societies[3]. Dementia will soon cause 
serious socio-economic and health-system issues for all 
countries [4, 5]. According to a 2018 report, Alzheimer, the 
most prevalent form of dementia, imposes a cost of over 
$350,000 a year in the United States, as the most costly  
medical condition in the country [6]. Comparably, in 
Sweden's healthcare system, the cost of dementia is at the 
same level of cancer and heart disease [7]. In addition to 
direct medical expenses for dementia patients, e.g. 
consultations with medical experts, specialist visits, and 
hospitalizations, indirect costs, such as the lowered 

productivity of both dementia patients and their carers should 
be considered too [8]. 

There is a growing interest in developing early detection 
methods that can identify dementia before it leads to 
cognitive deficits [8]. The significance of early detection 
methods in preventing the onset of dementia is well 
recognized, and this has led to a demand for robust and 
reliable methods that can accurately identify the disease in its 
early stages [8]. Therefore, it is imperative to explore various 
diagnostic techniques, including neuroimaging and symptom 
interpretation, to improve the accuracy of diagnosis and to 
enhance the ability to control the disease [8]. Widely 
accepted diagnosis technique for dementia is based on the 
information gained from dMRI and processed through DTI 
[9]. However, as a serious challenge, unfortunately, dMRI is 
too facility-demanding and expensive for the entire 
population. Costly diagnosis based on DTI makes some 
patients give up the diagnosis process [10]. In addition, the 
expense of the diagnosis through DTI can put substantial 
financial pressure on public health systems [10].  

Therefore, screening of a sizable fraction of the 
population needs an alternative low-cost approach. The 
advent of inexpensive means for identifying individuals who 
may potentially suffer from cognitive impairment and 
offering them extensive examinations would be a long step 
forward in the fight against dementia [11, 12]. Such low-cost 
cognitive status evaluations would be especially beneficial in 
underdeveloped countries, whereby vital resources can be 
conserved for high-risk patients [13, 14]. Gradual 
progression of dementia. provides an opportunity for early 
diagnosis while the patient's cognitive abilities are still 
manageable, and the disease can be halted through treatment.  

Patient's lifestyle factors (LIBRA) as well as BALI factors, 
extracted from a simple MRI, can be seen as relatively 
inexpensive to attain indicators of disease onset [13, 14]. 
However, as shown in Tables 1 and 2 in Appendices, total 
number of BALI and LIBRA factors that could potentially 
serve as early indicators of dementia is 49. Interpretation of 
such a vast number of factors and their potential effect on 
dementia is impractical. Human expert cannot accurately 
analyse such a high quantity of factors. The real solution is 
the development of computerized data-driven 



model/algorithm to use these factors as its inputs. However, a 
model which receive all 49 BALI and LIBRA factors would 
be so large, with numerous parameters, and need medical 
records for thousands of patients to be developed. Therefore, 
to pave the way for the development of reliable and universal 
models/algorithms for the early detection of dementia, it is 
imperative to identify the most useful BALI and LIBRA 
factors for dementia diagnosis as a primary step. 

II. PROBLEM STATEMENT 

This research, with use of collected clinical data, aims to 
identify a number of BALI and LIBRA factors which are 
most usable to estimate DTI measures. The reason is, as 
explained in the introduction, (i) DTI measures, which are 
expensive to acquire, are widely accepted to be 
straightforwardly used in dementia diagnosis I [15], and 
BALI and LIBRA factors, which are numerous but 
inexpensive to attain,  are known to be relevant to dementia. 
These factors are comprised of 42 life style brain health 
(LIBRA) risk factors [15, 16], listed in Appendix 1 and 7 
brain atrophy and lesion indices (BALI) [17], listed in 
Appendix 2. 

In this research, fuzzy subtractive clustering was 
employed to select salient BALI and LIBRA factors to 
estimate DTI measures. This technique identifies the factors 
that display the most drastic changes across all subjects  
(patients) as the factors of choice. Conversely, the factors 
that exhibit little variation amongst subjects are 
recommended to be excluded from inputs list of any model 
or algorithm to estimate DTI measures. In the literature, 
Analysis of Variance (also known as ANOVA) have been 
widely reported to carry out such tasks [18]. In this research, 
due to some intrinsic issues of ANOVA [19], fuzzy 
subtractive clustering was selected to be tried. Prior to use of 
fuzzy subtractive clustering, the collected data should be 
prepared.  

III. DATA COLLECTION 

The data were collected from a cohort of 51 elderly subjects 
from diverse regions of Iran. These subjects were referred to 
the Memory Clinic of Roozbeh Hospital in Tehran, and were 
chosen out of the 201 volunteers who were eligible to 
participate. It is worth noting that several subjects were 
excluded from the study due to their (1) inability to undergo 
the tests, (2) absence of interest in continuing the tests, and 
(3) the practitioner's ultimate decision to remove them from 
the study. The collection of LIBRA data, relevant to 
demographic and clinical characteristics, lifestyle factors, 
and medication usage, were collected through face-to-face 
interviews by professionally trained researchers. As a part of 
data collection protocol, investigators were carefully trained 
to ensure the utmost accuracy and consistency. To assess 
factors relating to brain health, four categories of LIBRA 
lifestyle factors were examined, which included: (1) socio-
economic demographic factors, (2) factors associated with 
physical health, (3) lifestyle factors, and (4) laboratory 
factors, all of which are detailed in Appendix 1. Moreover, 
BALI factors, listed in Appendix 2, denote morphological 
changes, and their data were gathered with MR imaging [20]. 

IV. DATA PRE-PROCESSING 

After examinations and imaging of the subjects, numerical 
representation of each LIBRA or BALI factor, as outlined in 
Appendices 1 and 2, was determined for each subject. 
Nevertheless, the values of these factors exhibit distinct 
ranges, which in turn, which is drawback and may prevent an 
impartial analysis [21]. To circumvent this issue, all  the data 
of LIBRA and BALI factors as well as DTI measures were 
standardized  with (1), so that their range changed to [0 1].  
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where x is the numeric value assigned to each factor, X 
represents the set of all x values, and s denotes the 
standardized value.  

V. FUZZY CLUSTERING 

A linear Sugeno-type fuzzy inference system (FIS), a 
class of fuzzy systems, that have been proven to be effective 
in data-driven modelling, was considered as the potential 
model in this research [22, 23]. Neuro-fuzzy networks can be 
built from these fuzzy systems [24]. 

Let us assume that the FIS has n rules and m inputs; the 
model's output is a weighted sum of the outputs of all the 

rules, where each rule receive all m inputs (m ≤ 49 in this 
research). Each input in every rule is associated with a 
membership function, which calculates membership grade or 
μ. In this research, the membership function associated with 
ith input in the jth rule, is a Gaussian function: 
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where ui is the ith input to the model and Cij and Ωij denote 
the centre and the width (standard deviation) of the 
membership function associated with ith input and the jth rule. 
The weight of each rule is determined by the product of its 
membership grades, which range between 0 and 1 and appear 
in the denominator of equation (3). Furthermore, in linear 
Sugeno fuzzy systems, the output of each rule is a linear 
combination of its inputs, as shown in the numerator of 
equation (3).                                                                                                                   
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Prior to identification of the model, i.e. finding elements 
of A, B, C, and Ω, the number of inputs and rules, m and n 
respectively, should be identified, and this task is the focus 
of this paper.  

As a challenges, if all the inputs had an identical number 
of membership functions, the number of fuzzy rules would 
equal nm rules [25]. As an instance, in this research, if all 49  
BALI and LIBRA factors are used as input to the fuzzy 
model and only three membership functions are assigned to 
each input, the model would have 349 or nearly 2.39×1023 
rules. Knowing that each rule would have 49 membership 



function and 98 parameters, i.e. Cij and Ωij s. The model 
would have 2.35×1023 parameters only in membership 
functions. In order to identify these many parameters, 
billions of datasets would be required, which are evidently 
unavailable.  The realistic solution is to identify less 
influential inputs through subtractive clustering and remove 
them from the list. 

 
Subtractive clustering begins with calculating the density 

value of each set of input data or uk from pre-processed data; 
k refers to a subject or patient, and uk includes 49 BALI and 
LIBRA factors: 
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and ra = Range of Influence (a positive number). 

The point with the highest density is designated as the 
centre of the first cluster and the data point with the density 
smaller than “Reject Ratio” are eliminated from the process. 
Then, the density of other points is redefined: 
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where rb is called Squash Factor. If redefined density of any 
data point falls behind  “Reject Ratio”, it is eliminated, and if 
it exceeded "Accept Ratio", it is defined as the centre of a 
new cluster; and the density of other points is redefined 
again: 

     
( )

2

2
1

exp ,
2

number of
k Cexisiting clusters

k k C

a

D D D
r=

 −
 = − −
 
 


u u

ι

ι
ι

               (7) 

This process continues until the clusters remains 
unchanged between two consecutive stages. Clusters may be 
considered as spheres with the diameter of ra in a 49-
dimension space. Each of these clusters builds membership 
functions of a fuzzy rule. The centre of jth cluster in the 
dimension of ith input will be Cij in (2), while Ωij=ra.  

The pseudocode below describes the process of developing 
the FIS: 

• Find the density of each data point, uk with (4 and 

5), where k ∊ ℕ ⋂ [1 51], 51 is the number of 
subjects (patients). 

10 - Choose the data point with highest density, in which 
its density is higher than “Accept Ratio” as the 
centre of a new cluster.  

• Number of clusters after 10 is assigned to NC 

• if  NC=ONC then go to 20 

• NC is assigned to ONC or old NC. 

• Eliminate the data points (subjects) with the 
density<Reject Ratio from the process.  

• Subtract the influence of the existing cluster with 
(7), which is a generalised form of (6).  

• go to 10 
20 – Make a blank Sugeno FIS with same number of 

rules as the number of clusters.  

• A BALI or a LIBRA factor in the centre of each 
cluster is the centre of a Gaussian membership, (2), 
where its width equals ra in (4 and 5). Thus, 49 
membership functions are made for each cluster to 
be used in a fuzzy rule associated to the cluster. 

In fuzzy clustering, each rule has a membership function 
per input ( a BALI or LIBRA factor), or each input has the 
same number of membership function as the number of 
fuzzy rules or clusters. However, some membership 
functions of an input are so close to each other that are 
almost identical. If such membership functions are 
considered as one, each input ends up with a number of 
distinct membership functions. Higher number of distinct 
membership functions for an input is a sign that clusters may 
cover a wider range in that input, and that input is more 
influential in estimating DTIs (or any other output).  
Theoretically, if an input has only one membership function, 
it means that in the centres of all data clusters, that input has 
the same value. Such an input plays the same role in all fuzzy 
rules and can be ignored in modelling; however, it does not 
necessary mean it is not an important factor in the disease. 
An input which consistently influence the outputs (i.e. DTI 
measures) in the same consistent way may be actually very 
important in the disease but not much useful to estimate DTI 
measures (or other outputs, which may be considered in the 
future).  

VI. RESULT AND ANALYSIS 

Subtractive clustering with Aspect Ratio of 0.5, Reject 
Ratio of 0.15, Squash Factor of 1.25 and Range of Influence 
of 0.5  led to 40 clusters/fuzzy rules. Membership functions, 
in which the distance of their centres is greater than 0.02, 
were considered as distinct membership functions. The 
number of distinct membership function for each BALI or 
LIBRA factor was found and depicted in Figs. 1 and 2. 
Following factors have at least 10 distinct membership 
functions: age, level of education, job status, antidepressant 
drugs, diabetes control drugs, obesity (BMI) and dementia 
preventive diet from LIBRA factors as well as  grey matter 
lesions and subcortical dilated perivascular spaces (GM-SV) 
and periventricular white matter lesions(PV) from BALI. 
These 9 factors are good candidates to be the inputs to a 
model to estimate DTI measures for Iranian population.  
 

 
Figure 1.    Membership Functions Diagram of Fuzzy Subtractive Clustering 
Analysis for BALI factors 



 

 
Figure 2.    Membership Functions Diagram of Fuzzy Subtractive Clustering Analysis for LIBRA factors

On the other hand, the factors with the smallest number 
of distinct membership functions exhibit a low variation 
amongst subjects and can be considered fairly consistent for 
dementia patients. The factor with the fewest membership 
function is “saturated fat intake” which can be considered as 
a serious risk factor for Dementia.  

VII. CONCLUSION 

An inexpensive diagnostic method is a necessity to avoid 
significant negative effects of this disease. Currently, DTI 
measures, calculated based on dMRI results, have proved to 
be accurate and effective. However, DTI is too expensive to 
be used for large populations. An alternative is to find a 
number of relevant inexpensive-to-find factors and mapping 
those factors to DTI measures with a model/algorithm. Such 
a model could eventually estimate DTI measures, or 
practically diagnose dementia with use of aforementioned 
inexpensive-to-find factors. This research suggests the 
LIBRA factors as those inexpensive-to-find factors. 

 However, BALI the LIBRA include 49 factors overall, 
and this research shows use of all of these inputs leads to 
having a gigantic model with numerous parameters. Finding 
parameters of such a model requires access to the records of 
a too large population. The alternative is to pick a number of 
factors with highest influence to estimate DTI measures (and 
theoretically any other relevant output). Fuzzy subtractive 
clustering was employed for this purpose, which practically 
assigned same number of fuzzy membership functions to 
each factors, in which some of those membership functions 
are too close and were assumed to be identical. The factors 
with the highest number of distinct membership functions 
were picked as the candidates to be used in development of a 
data-driven model to estimate DTI measures. These factors 
show wider variation amongst the tested patients, 
volunteered from all over Iran. It should be noted that the 
chosen factors are not necessarily the most effective factors 
in development of the disease. 
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APPENDIX 1 

TABLE 1   The Impact of Lifestyle on Brain Health (LIBRA) [15, 16] 

 Factors Rating scheme 

 1- Socio-economic demographic components  
1 Age (50-60=0)(60-70=+1)(70-80=+2)(90-80=+3)(>90=+4) 

2 Sex (F=+2)(M=0) 

3 Level of education (illiterate = +3) (5 years = +2) (12-5 years = +1) (16-12 years = 0) 

4 Job (Unemployed=+3)(Stressful=+2)(Office=+1)(Environment=0) 

5 Marital status (divorced = +2) (single = +1) (married = 0) 

6 Income (<5=+2)(5<10=+1)(10<=0) in million Tomans 

 2- Components of physical health  

7 History of diabetes mellitus (<5year=+1)(5-10year=+2)(>10year=+3)(NO=0) 

8 History of blood pressure (<5year=+1)(5-10year=+2)(>10year=+3)(NO=0) 

9 History of high cholesterol (<5year=+1)(5-10year=+2)(>10year=+3)(NO=0) 

10 Kidney dysfunction (OK=+1)(NO=0) 

11 Coronary heart disease (CABG=+3)(stent=+2)(OK=+1)(NO=0) 

12 Benzodiazepine (<5year=+1)(5-10year=+2)(>10year=+3)(NO=0) 

13 Antipsychotic drugs (<5year=+1)(5-10year=+2)(>10year=+3)(NO=0) 

14 Anticholinergic drugs (<5year=+1)(5-10year=+2)(>10year=+3)(NO=0) 

15 Antidepressant drugs (<5year=+1)(5-10year=+2)(>10year=+3)(NO=0) 

16 Antiplatelet drugs (<5year=+1)(5-10year=+2)(>10year=+3)(NO=0) 

17 Fat profile modulating drugs (<5year=+1)(5-10year=+2)(>10year=+3)(NO=0) 

18 Diabetes control drugs (<5year=+1)(5-10year=+2)(>10year=+3)(NO=0) 

19 Cardiovascular drugs (<5year=+1)(5-10year=+2)(>10year=+3)(NO=0) 

20 Family history (OK=+1)(OK AND DEAD=+2)(<60=+3)(NO=0) 

21 History of stroke (OK=+1)(NO=0)(BIG=+2)(OK=+1)(NO=0) 

22 History of psychiatric illness (depression-anxiety-psychosis) (OK=+1)(NO=0) 

23 Interrupted breathing in sleep (sleep apnea) (PSG=+2)(OK=+1)(NO=0) 

24 Hearing health (OK=+1)(OK AND DON’T USE=+2)(NO=0) 

25 Vision health (OK=+1)(OK AND DON’T USE=+2)(NO=0) 

 3- Lifestyle components  

26 Physical activity (>2H=-1)(1H-2H=0)(30min-1H=+1)(<30min=+2)(NO=+3) 

27 Obesity - BMI (20-25=0)(<20=+1)(25-30=+1)(>30=+2) 

28 Smoking (<30PACK/YEAR=+1)(>30PACK/YEAR=+2) 

29 Saturated fat intake (OLIVE OIL-SESAME=-1)(LIQUID OIL =0)(SOLID OIL=+1) 

30 High cognitive activity (NO=+2)(<1H=+1)(2H-1H=0)(>2H=-1) 

31 Alcohol intake (OK=+1)(NO=0) 

32 Dementia preventive diet (<FISH-vegetables-fruit  per 3/week=+1/+1/+1) 

33 Chronic lack of sleep (OK=+1)(NO=0) 

34 Having a lot of stress (OK=+1)(NO=0) 

 4-Laboratory components  



35 Examination of C-reactive protein (CRP) (+=+1) 

36 Cobalamin (B12) (<180=+2)(320-180=+1)(>320=0) 

37 Folate/folic acid (<5=+1)(>5=0) 

38 High cholesterol (>150=+1) 

39 Homocysteine (>20=+2) 

40 Fasting blood sugar (FBS) (>110=+1) 

41 HbA1C (>6.5=+1) 

42 TSH (5<=+1)(USE OF DRUG=+2) 

 
 

APPENDIX 2 

TABLE 2     Neuroimaging Ratings for brain atrophy and lesion index (BALI) [17] 

 Factors Description Rating schema 

1  

GM-SV 
Gray matter lesions and 
subcortical dilated 
perivascular spaces 

0=absence; 1=dotted abnormal SI in GM or multiple dotted/liner 
abnormal SI in subcortical areas; 2=small patches of abnormal SI in 
GM or diffuse and countless dotted/liner abnormal SI in subcortical 
areas; 3 =patches of abnormal SI in GM 

2  

DWM 
Deep white matter 
lesions 

0=absence; 1=dotted abnormal SI; 2=small patches of abnormal SI; 
3=large patchy abnormal SI lesions; 4=large patchy abnormal SI 
involving all cerebral lobes; 5 =abnormal 
SI involving complete deep WM 

3  

PV 
Periventricular white 
matter lesions 

0=absence; 1=“cap”or pencil-thin lining;2=smooth“halo”with 
blurred margin; 3=irregular periventricular abnormal signal 
intensities extending into the deep WM 

4  

BG 
Lesions in the basal 
ganglia and surrounding 
areas 

0=absence; 1=1 focal lesion; 2=more than 1 focal lesion; 3=patchy 
confluent lesions(regardless of dilated perivascular spaces) 

5  

IT 
Lesions in the 
infratentorial regions 

0=no obvious atrophy; 1=mild atrophy; 2=moderate atrophy; 
3=severe atrophy; 4=most severe atrophy present especially in the 
medial temporal lobes; 5=most severe atrophy present especially in 
the medial temporal lobes and cerebral cortex 

6 GA Global atrophy 0=absence; 1=1 focal lesion; 2=more than 1 focal lesion; 3=diffuse 
lesions 

7 MH Microhemorrhage 0=no other kind of finding; 1=any one kind; 2=any two kinds; 
3=more than two kinds 

 


