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ABSTRACT The recent increase in credit card fraud is rapidly has caused huge monetary losses for
individuals and financial institutions. Most credit card frauds are conducted online by illegally obtaining
payment credentials through data breaches, phishing, or scamming. Many solutions have been suggested
to address the credit card fraud problem for online transactions. However, the high-class imbalance is the
major challenge that faces the existing solutions to construct an effective detection model. Most of the
existing techniques used for class imbalance overestimate the distribution of the minority class, resulting
in highly overlapped or noisy and unrepresentative features, which cause either overfitting or imprecise
learning. In this study, a credit card fraud detection model (CCFDM) is proposed based on ensemble learning
and a generative adversarial network (GAN) assisted by Ensemble Synthesized Minority Oversampling
techniques (ESMOTE-GAN). Multiple subsets were extracted using under-sampling and SMOTE was
applied to generate less skewed sets to prevent the GAN from modeling the noise. These subsets were used
to train diverse sets of GAN models to generate the synthesized subsets. A set of Random Forest classifiers
was then trained based on the proposed ESMOTE-GAN technique. The probabilistic outputs of the trained
classifiers were combined using a weighted voting scheme for decision-making. The results show that the
proposed model achieved 1.9%, and 3.2% improvements in overall performance and the detection rate,
respectively, with a 0% false alarm rate. Due to the massive number of transactions, even a tiny false positive
rate can overwhelm the analysis team. Thus, the proposed model has improved the detection performance
and reduced the cost needed for manual analysis.

INDEX TERMS Class imbalance, credit card fraud detection, GAN, Random Forest, SMOTE.

I. INTRODUCTION
Recently, credit card fraud has increased exponentially due
to the reliance on online services, leading to huge losses
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of monetary funds from consumers and financial institu-
tions. According to [1], credit card fraud cost $35 billion
in 2020. The losses are expected to exceed $400 billion in
the next decade [2]. Most credit card frauds are performed
with card-not-present (CNP) scenarios, such as payments
on the Internet, by phone, or by mail. CNP (online) fraud
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happens when fraudsters use credentials in an unauthorized
manner. The credentials are usually illegally obtained from
cardholders through data breaches, phishing, or scamming.

Credit card fraud detection is an essential component of
monetary systems to detect and block fraudulent transactions.
Transactions are investigated using a detection model for any
suspicious activities. The detection model is usually built
based on rules designed by experts or through rules driven
by previous knowledge of fraudulent activities. A manual
investigation is performed if customers have complained.
However, due to the huge number of daily transactions, inves-
tigators may be overwhelmed by the number of false alarms.
That is even with 99% detection accuracy, 1% can require a
massive amount of work. The main challenge in constructing
an effective credit card fraud detectionmodel is the number of
benign transactions compared to fraudulent cases. Learning
the fraudulent patterns among millions of benign patterns
looks like finding a needle in a haystack. With such a large
amount of data, it is impossible even to craft effective rules
for humans to follow.

Machine learning techniques, including deep learning,
have been widely employed in the construction of credit card
fraud detectionmodels. Existing research in this area predom-
inantly utilizes supervised machine learning methodologies
to develop fraud classifiers. These classifiers are built based
on the experiences and knowledge gained from previous
transactions, which include both legitimate and fraudulent
samples. However, many challenges are faced in construct-
ing effective detection models, including class imbalance,
concept drift, features engineering, real-time requirements,
class overlap, and lack of public datasets. The class imbalance
problem, which is the focus of this study, has received much
attention from researchers because it leads to biased classifi-
cation toward the majority class [3]. The minority instances
are ignored by the classifiers, leading to a low detection rate
and a high number of false alarms.

The problems of learning from an imbalanced dataset
have been extensively studied in the literature. The exist-
ing solutions can be categorized into two main approaches:
imbalanced learning and data resampling [4]. In imbal-
anced learning, also called cost-sensitive classification [5],
[6], [7], [8], [9], [10], [11], [12], [13], [14], the classi-
fier is forced to learn minority class patterns by assign-
ing higher scores for minority class samples than those
assigned to majority class instances. Ensemble learning has
also been suggested for an imbalanced dataset by many
researchers [7], [15], [16]. However, although ensemble
learning slightly improves the classification performance,
by reducing the overfitting due to of diversity, the deci-
sion regarding the correct class flows to the majority win
strategy, and thus the majority of the classifiers are biased.
Meanwhile, in the data resampling approach [7], [17], [18],
[19], the instances belonging to the classes are balanced by
either oversampling the minority class or under-sampling the
majority class. Although these approaches are effective for
some applications, they have several drawbacks for other

applications. Credit card transaction datasets are rare because
they contain sensitive and private information for customers
and monetary institutions. In addition, credit card transaction
datasets suffer from a high class imbalance: the percentage of
fraudulent transactions is lower than 0.01% in most available
datasets [20], [21]. This means the solutions proposed for
other domains do not necessarily fit the credit card fraud
dataset problem. Accordingly, the cost-sensitive approach
suffers from an insufficient amount of data to learn from.
Thus, resampling is a commonly reported method for imbal-
ance classification, due to its role in magnifying the represen-
tation of the minority class. However, the basic resampling
approach leads to either overestimating the minority class
or underestimating the majority, class leading to imprecise
classification.More advanced resampling strategies have also
been studied to improve the representation of the minority
class [7], [18], [22], [23], [24]. In some studies, synthetic
instances were interpolated based on the minority class and
were also generated using the Synthetic Minority Oversam-
pling Technique SMOTE [25] and Adaptive Synthetic Sam-
pling ADASYN [26]. However, such techniques are highly
dependent on the synthesis of data for learning. Thus, they are
imprecise and produce an unstable performance based on the
synthesis samples. Recently, a Generative Adversarial Net-
work (GAN) has been utilized to improve the predictivity of
minority instances [27], [28], [29]. However, GAN-predicted
instances are noisy and biased, due to the insufficient number
of samples of the minority class to learn from.

Although the problem of imbalanced data exists in many
real-world data and has been extensively studied in the lit-
erature, most of the existing solutions solve moderated and
low imbalanced-class problem. Credit card fraud data are
highly imbalanced (highly skewed), and there are too few
samples in the minority class compared to the majority class.
A highly skewed dataset leads to training biased classifiers
with poor generalizability and poor accuracy. A few solu-
tions have been proposed to solve the imbalance problem
of credit card fraud detection. However, the main drawback
of these solutions has been the low detection rate and high
false alarms due to either imprecise learning as a result of
shifting the decision boundary towards the minority class
in the cost-sensitive approaches or unrepresentative samples
created by sampling techniques. In this study, the Ensem-
ble Synthesized Minority Oversampling based Generative
Adversarial Networks technique called (ESMOT-GAN) is
proposed to generate synthesized yet representative instances
class instances. Multiple subsets of synthesized instances
were created using an ensemble of GAN models. Multi-
ple subsets with less skewed data were generated using the
under-sampling technique. The SMOTE technique was then
used to generate the multiple training subsets that were less
skewed and more diverse. To prevent the GANs from model-
ing the noise, SMOTE was used to partially oversample the
minority class and generate moderately imbalanced subsets.
GAN models were trained based on subsets with moderately
imbalanced classes generated by the SMOTE technique to
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accurately predict fraudulent transactions by removing the
noises generated by SMOTE. The SMOTE technique was
utilized to produce diverse subsets of dataset with fewer over-
lapping features. Eventually, the ensemble of SMOTE-GAN
further eliminates the impact of overlapped features on the
model’s performance. Accordingly, the ensemble GAN pro-
duces diverse yet less noisy and less overlapped features.
The outputs of GAN models are diverse subsets of training-
balanced datasets. An ensemble of classifiers was constructed
for each SMOTE-GAN-produced subset, using the Random
Forest (RF) algorithm. RF was selected based on an investi-
gation of best-performing classifiers in noisy and overlapped
features. For generalizability and to reduce the overfitting
problem, a weighted probabilistic average scheme is used for
the final decision.

The main contributions of this study are as follows.
1) An ensemble-based data augmentation technique

called ESMOTE-GAN is proposed to address the prob-
lem of a highly skewed dataset for credit card fraud
detection. SMOTE and GAN techniques were used to
generate diverse subsets of the training dataset with
balanced yet less overlapped features. To prevent the
GAN from modeling the noise generated by SMOTE,
SMOTE first was used to partially oversample the
minority class and generate moderately imbalanced
subsets so that noise could be eliminated. Ensemble
sets of GAN networks were trained based on the gen-
erated subsets and used to eliminate the noise and
improve the representability of the synthesized fraudu-
lent samples.

2) An ensemble-based Credit Card Fraud Detection
Model (CCFDM) was designed and developed based
on training a diverse set of classifiers using a Random
Forest algorithm. In this model, the decision is made
based on the weighted probabilistic voting scheme. The
performance of the classifiers was used to represent
the uncertainty of the model and improve the detection
accuracy.

3) Extensive experiments were conducted to evaluate the
proposed CCFDM model. The performance of both
the augmentation ESMOTE-GAN technique and the
detection model (CCFDM) were compared with state-
of-the-art techniques and models.

The rest of this paper is organized as follows. The related
works are reviewed in Section II. The limitations of the
existing solutions and the motivation gap are also discussed.
Section III presents the proposed augmentation technique
with the corresponding fraud detection model. The experi-
mental details including the used dataset, performance evalu-
ation, and performance measures are presented in Section IV.
The results are discussed in Section V and Section 6 presents
the conclusions and suggests future work.

II. RELATED WORKS
Learning from imbalanced datasets has been extensively
studied in the literature. The solutions provided can be

categorized into two main approaches: data resampling and
imbalanced learning [4]. The resampling approach works
at the data level and can be further classified into three
types, namely, under-sampling, oversampling, and combina-
tions of oversampling and under-sampling. Under-sampling
is conducted by either randomly removing samples from the
majority class [8] or by replacing a group of samples with
their cluster centroid. Although under-sampling can be effec-
tive in large datasets, removing samples from small datasets
results in a loss of potential patterns and causes learning of
unrepresentative models and ineffective classification.

Oversampling is achieved by replicating the minority class
samples or by generating synthetic samples by interpolating
samples from the minority class, such as in the Synthetic
Minority Oversampling Technique SMOTE [25] and Adap-
tive Synthetic Sampling ADASYN [26]. Oversampling has
been widely used for credit card fraud detection. Unfor-
tunately, oversampling by duplicating the minority class
samples either leads to overfitting (in the case of random
resampling) or to amplifying the noise in the data (in the
case of a synthetic minority) [30]. In addition, generating
synthesized samples without considering the majority class
leads to generating overlapping features between majority
and minority samples [30]. Moreover, even if the oversam-
pling leads to a balance in the dataset, the internal distribution
of the minority class might become unrepresentative, due
to the unpredictable behavior of the fraud. Despite these
drawbacks, the research community has widely adopted
SMOTE. Various extensions and modifications of this tech-
nique have been proposed to eliminate its weaknesses [22].
An experimental study that used imbalanced classification
approaches for credit card fraud detection [10] compared
machine learning algorithms. Random Oversampling was
used for data balancing and the C5.0 algorithm, Support
Vector Machine (SVM), Naïve Bayes (NB), Artificial Neural
Network (ANN), Bayesian Belief Network (BBN), Logis-
tic Regression (LR), K-Nearest Neighbor (KNN), Artificial
Immune Systems (AIS), and Negative Selection Algorithm
(NSA). In most tested classifiers the number of false alarms
is higher than the number of fraudulent samples, which is
ineffective indicating the ineffectiveness of these solutions.

Combinations of oversampling and sampling improve the
representation, due to the inclusion of more patterns from
the majority class and eliminate the noise resulting from the
presence of synthesis data with overlapped regions between
classes. The authors in [9] proposed a hybrid model that
combines oversampling and under-sampling techniques to
balance the dataset. SMOTE was used for oversampling
while the Spread Subsample was used for under-sampling
of the majority class. However, under-sampling the minority
class leads to unrepresentative features leading to impractical
solutions.

Recently, deep learning techniques such as Generative
Adversarial Networks (GAN) and Autoencoders have been
utilized to extract distinctive features from the minority class
and accordingly predict samples from the same distribution.
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The Generative Adversarial Network (GAN) has been used
to learn the target distribution and accordingly generate arti-
ficial yet plausible samples from the same distribution. GAN
has been reported as a useful technique for data argumen-
tation, due to its ability to simulate the distribution of that
data [9], [18], [22], [27], [28], [31], [32]. In [17], the authors
proposed a solution for data balancing using deep condi-
tional generative models. The minority class samples were
oversampled using the GAN model. However, the imprecise
prediction by GAN may lead to generating inaccurate sam-
ples. Autoencoder-based models have been utilized by many
researchers [12], [14], [28], [33], [34] to solve the imbalanced
data problem by removing the noise and approximating the
distribution of either minority or majority classes. For exam-
ple, the authors in [12] utilized the autoencoder to address the
data skewness problem. In [33], the authors proposed a credit
card fraud detection model based on autoencoding to reduce
the dimensionality of the feature. The probabilistic Random
Forest algorithm was then used to construct the detection
classifier. However, the ability to denoise the features may
lead to oversampling using autoencoding and hence an over-
fitting problem. In [28] the autoencoder was integrated with
the GAN model to solve the imbalance problem. Although
the two models described in [33] and [28] can complement
each other, the integration is conducted to solve the sparsity
of features in the original dataset. Such integration doesn’t
help improve the credit card fraud detection model due to the
highly imbalanced data and availability of dense features.

The second approach to address the imbalance problem
is imbalanced learning, in which resampling is integrated
with ensemble learning. In [16], the authors proposed an
ensemble learning model by combining different machine
learning algorithms. Multiple datasets were created using
the random under-sampling technique. These subsets were
used to train classifiers using different machine learning algo-
rithms such as SVM, LR, AdaBoost, andNB. For each subset,
the best-performing classifier was selected to construct the
ensemble model. Their results showed an improvement in
detection rates compared to the studied models. However,
with the highly unbalanced dataset, there is a potential of los-
ing effective patterns from the dataset and because the hetero-
geneous classifiers were treated as equal during the decision
process, the decision may not be accurate in realistic scenar-
ios. In [35] the Long Short-Term Memory Recurrent Neural
Network (LSTM-RNN) was utilized to propose a Credit Card
Fraud Detection Model. Oversampling was used for balanc-
ing the dataset. However, in addition to the disadvantages of
oversampling, in the methodology used oversampling was
applied for all datasets including the test dataset, which is
not realistic. Thus, the samples that were in the training test
also appear in the testing set which leads to inaccurate results.
In the present study, the test dataset is separated before apply-
ing the argumentation techniques to demonstrate the perfor-
mance in a realistic situation. The authors in [1] proposed a
solution for the class-imbalance problem using bidirectional

Long short-term memory (BiLSTM) and bidirectional Gated
recurrent unit (BiGRU). An ensemble-based solution was
proposed in [7], in which the data imbalance problem was
solved using the SMOTE technique with edited k-nearest
neighbors. The adaptive boosting (AdaBoost) technique was
then used to train a set of classifiers using long short-term
memory (LSTM). However, such a model has been evaluated
based on the specificity which depends on the majority class
which will be always near one. The precision, which is an
important measure as it evaluates the probability of positive
classification among all the samples predicted positive, can
be used to generalize performance. A comparative analysis
of the performance of several conventional and deep learning
techniques was conducted in [5], using the European card
dataset to benchmark fraud detection. Algorithms such as DT,
KNN, LR, SVM, RF, XGBoost, and CNN were used in the
experiments. The overall performance in terms of F-measure
showed that the KNN performed better than the other studied
models. [36] studied the highly imbalanced class problem
and investigated the performance of Naïve Bayes, k-nearest
neighbor, and logistic regression, both undersampling and
oversampling were used for the skewed problem. The
k-nearest neighbors’ techniques were reported to achieve the
best accuracy. However, all the studied techniques produced
high false alarm rates, and their performance was evaluated
using the accuracy measure which is not suitable for an
imbalanced dataset. Thus the authors of [7] proposed a model
that combines ensemble learning and hybrid data resampling
methods. An ensemble of long short-term memory (LSTM)
is constructed using the adaptive boosting (AdaBoost) tech-
nique and trained based on the data generated by the SMOTE
with the edited nearest neighbor (SMOTE-ENN). In [37] an
ensemble deep-learning model was proposed using LSTM
and GRU neural networks as base learners and an MLP as
the meta-learner, to address the challenges of credit card
fraud detection in the presence of dynamic shopping patterns
and class imbalance. The SMOTE-ENN method was used to
balance the class distribution in the dataset, aiming to enhance
the performance of the classifiers. The authors of [24] inves-
tigated the performance of many ensemble-based machine
learning algorithms using AdaBoost. However, low-skewed
and synthetic datasets were used for training and validating
the model which is not realistic. In [38] a comparative study
of different machine learning models was conducted. How-
ever, the study relied solely on the under-sampling approach
to balance the data. Although under-sampling showed high
classification performance, removing samples from small
datasets results in a loss of potential patterns and causes learn-
ing of unrepresentative models and ineffective classification.

In [39] an optimized light gradient boosting machine,
OLightGBM, was used for the detection of credit card fraud.
By utilizing Bayesian-based hyperparameter optimization,
the proposed OLightGBM achieved outstanding performance
on real-world credit card transaction datasets, surpassing
other approaches. However, the results revealed that the
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proposed method trades-off precision with detection rate,
leading to low performance. To handle imbalanced data
and enhance the performance of the LightGBM method,
a study was conducted [40] that involved weight-tuning
through class weight-tuning hyperparameters, as well as the
utilization of CatBoost, XGBoost and deep learning with
Bayesian optimization. The experimental findings indicated
that LightGBMandXGBoost exhibited superior performance
compared to other approaches. In [41] the authors proposed
a loss function called full center loss (FCL), based on both
the angle and the distance among neighbors, to maximize
the intraclass compactness and separability. However, the
problem of the highly skewed dataset in that study made the
learner highly dependent on the synthesis data. A multiple
Classifiers System (MCS) was proposed by [42]. MCS stacks
a sequential set of classifiers such that the output of a classi-
fier is used as input for the subsequent classifier. However,
the model suffered from high false alarms, higher than 17%
in best-case scenarios. Moreover, such performance is cost-
intensive, due to the need for human intervention; thus, it is
not suitable for the huge volume of transactions. In [43]
a model was proposed using a stacked sparse autoencoder,
where SMOTE was used to solve the skewness problem. The
results showed that the stacked sparse autoencoder outper-
formed the conventional machine learning techniques.

Although the problem of imbalanced data exists in many
real-world data and has been extensively studied in the litera-
ture, credit card fraud data is particularly highly imbalanced.
Most of the existing solutions solve the problems of mod-
erately or slightly unbalanced data [5], [7], [11], [15], [20],
[31], [33], [44], [45], [46]. These solutions can be grouped
under two main concepts: data augmentation and imbalanced
learning. Data augmentation techniques include randomover-
sampling, under-sampling, SMOTE, and GAN techniques,
while imbalanced learningmodels comprise different types of
ensemble learning and cost-sensitive learning. Each of these
solutions has its advantages and limitations. In terms of data
augmentation, a combination of different techniques has been
reported in many recent studies. Most of the solutions [17],
[18], [19], [26], [47] depend on combining basic resampling
techniques to improve detection accuracy. However, relying
either on sample resampling or unrepresented synthesized
samples can create problems. The main drawback of the
simple resampling strategies is that they result in a biased
posterior probability of the classifiers during the training.
Synthetic-based resampling, which is the strategy most used
by researchers [7], [9], [18], [22], [23], [24], [25] (such as in
SMOTE andADSYN) is highly dependent on the synthesized
data. Although SMOTE and GAN have shown improve-
ment in the detection performance, SMOTE increases the
overlapped features between the target classes, leading to a
slight decrease in the detection rate and increasing the rate of
false alarms, while GAN increases the noise in the training
sets, leading to imprecise learning. In addition, the highly
imbalanced dataset contains insufficient samples to train the
GAN network. Although the detection model using ensemble

learning slightly improves the classification performance of
deep learning, due to the diversity, and reduces overfitting, the
decision regarding the correct class flows from the majority
win strategy, and the majority of the classifiers are thus
biased.

In this study, SMOTE and GAN are combined so that
each technique overcomes the limitations of the other. Firstly,
multiple subsets of samples were drawn from the original
unbalanced dataset which contained the fraudulent sample
in the training dataset with a larger sample from normal
samples. SMOTE was then applied for each subset to cre-
ate synthesized fraudulent samples. The k-nearest neighbor
algorithm was utilized to generate a synthetic point in the
feature space around the minority class. Drawing random
samples in each subset makes the generated synthesis more
diverse than applying the method to the whole dataset. The
generated subsets were used to train an ensemble of diverse
GAN models. In addition, the selection of random samples
from the majority class makes distinguishing between the
two classes easier. That is, every subset will have fewer
overlapped features between the synthesized samples and the
majority class. Thus, fewer noisy samples were predicted
using GANwith fewer features overlapping. A base classifier
was investigated to construct more diverse and cost-sensitive
learning. More details of the proposed model are given in the
following section.

III. METHODOLOGY
The proposed credit card fraud detection model (CCFDM)
was constructed in three phases: the features extraction and
pre-processing phase, the data resampling phase, and the
model construction phase. Figure 1 shows the flowchart of the
methodology used to construct the proposed CCFDMmodel.

A. DATA ACQUISITION AND PRE-PROCESSING PHASE
In general, the features that can be extracted from the trans-
action information include card-related features, transection-
related features, and customer-related features [5], [48].
Card-related features include card numbers, card limits, and
card expiry dates. Examples of transection-related features
include the account number, transaction amount, transaction
date and time, merchant ID, merchant location, point of sale,
and category code among many others. Customer-related
features comprise customer profile features, including card-
holder ID, spending behavior such as average daily, weekly,
and monthly spending, frequency of using credit cards, dura-
tion between transactions, and the time of the last transaction.
Customer-related features are usually derived from the trans-
action history of the customer’s benign transactions. That is,
each customer has a profile constructed based on the user’s
past spending habits using statistical and probabilistic tech-
niques. These features can be found in different data types
such as numerical, categorical, and timestamp records. Thus,
the common procedure is to preprocess the data to render it in
numerical form. Data may need to be normalized based on the
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techniques used for constructing the data models to be used
for classification.

This study used the UBL dataset [5] with pre-augmented
features and principal component analysis (PCA) was calcu-
lated for most of the features, to preserve the privacy and
security of both customers and merchants. Due to concerns
regarding the confidentiality of consumer transaction details,
the majority of the features in the dataset were subjected to
principal component analysis (PCA) to reduce dimension-
ality. PCA is a well-established and widely utilized method
in the literature, which enables such datasets to become
more interpretable while also minimizing the loss of infor-
mation. The process of PCA involves generating independent
variables that are uncorrelated from each other and maxi-
mizing the variance progressively. The dataset used consists
of 31 features, including the time feature which is the time
lapse between the current and first transaction. 28 of these
features are the results of PCA dimensionality reduction
and anonymization for protecting privacy (denoted by V1,
V2, . . . , V28 in the dataset). The other features are the amount
feature, which contains the amount of transactions, and the
class label which is either 1 for fraudulent transactions or
0 for a normal transaction. Amore detailed description of this
dataset can be found in Section IV Part A. In this study, the
features in the dataset were normalized to ensure that all vari-
ables in the dataset are on the same scale. Variables that are
on vastly different scales may have a disproportionate impact
on the analysis, leading to incorrect results. Normalization is
essential to ensure that the new variables created by PCAhave
equal variances. Because PCA seeks to maximize variance,
variables with larger variances may dominate the analysis,
leading to inaccurate results.

B. DATA AUGMENTATION PHASE
The second phase aimed to prepare the training set of the
data by solving the imbalanced class problem. The distribu-
tion is skewed towards the majority class. Credit card fraud
samples are rarely available and contain sensitive informa-
tion, due to the privacy issue of the transaction information.
Among millions of transactions, few fraudulent transactions
will occur (less than 1% in most cases). This unbalanced
distribution of data makes constructing an effective unbiased
detection model a challenging task. Therefore, it is impor-
tant to increase the number of fraudulent transactions in the
training set to handle imbalanced class problems. As men-
tioned earlier in the Related Work section, many techniques
are used to increase the number of fraudulent samples. The
synthetic Minority Oversampling Technique (SMOTE) was
the most used in the literature. However, SMOTE has four
main disadvantages: it oversamples the noisy sample; the
accuracy of selecting the nearest neighbor depends on the data
in hand (fraudulent transactions have overlapped features); it
oversamples uninformative samples, and it focuses on local
information, which results in a less diverse set of samples.
On the other hand, a generative adversarial network (GAN)
can learn the target distribution and accordingly generate

artificial yet plausible samples from the same distribution.
GAN has been reported as a useful technique for data aug-
mentation due to its ability to simulate the distribution of real
data [9], [18], [22], [27], [28], [31], [32].

GAN comprises two deep learning networks that are syner-
gized to produce realistic samples (also called fake samples).
The first network is called the generator, which is trained to
generate samples (fake samples) from specific classes. The
second network is known as the discriminator and is designed
to determine if the generated fake sample is similar to a real
sample. A high similarity between a real and fake sample
means that the generator has successfully generated a fake
sample while a low similarity value indicates that the gen-
erator needs more training. Thus, the models are recursively
trained together, and training is stopped when the discrimi-
nator is fooled by at least half of the samples. This is done
by rewarding the discriminator when correct classification is
achieved and at the same time penalizing the generator by
updating themodel parameters. Alternatively, the generator is
rewarded when it fools the discriminator and penalized if the
discriminator correctly classifies the samples. That is when
the discriminator cannot distinguish clearly between the fake
and real samples and if the accuracy of the discriminator falls
to around 50%, the training is stopped, indicating that the
generative network is ready.

In this study, an ensemble technique based on SMOTE
andGAN, called ESMOTE-GAN, is proposed. BecauseGAN
needs a considerable amount of data to learn from, applying
GAN for the fraudulent data set is not effective, due to the
lack of enough samples to train the GAN. Although SMOTE
can be used to generate the initial set of samples. it creates a
less diverse set of data that does not well represent the frauds.
To achieve the necessary diversity multiple unbalanced sub-
sets of the dataset were created. The fraudulent samples were
extracted from the original dataset and a random but larger
sample size of normal transactions was extracted, such that
the fraudulent samples comprised 10% of the subset. The
10% was selected to the trade-off between the SMOTE per-
formance and the separability of the dataset. That is if the ratio
between benign and fraudulent increases, SMOTE generates
low-quality samples due to the increases in the overlapping
features between samples. On the other hand, if the ratio
between benign and fraudulent instances decreases, the fraud-
ulent samples become unrepresentative, and overfitting will
occur during the training. For each subset of the created
dataset, SMOTE was used to balance the subset. Multiple
GAN models were then, constructed based on the fraudulent
samples generated using SMOTE. For training the generator,
latent space is created from random vectors with lengths the
same as those of the problem space. The generator is trained
to learn the mapping between the latent space and problem
space. Thus, a point in the latent space can be given as input
to the generator to produce a realistic sample. Meanwhile,
the discriminator tries to learn the mapping between feature
vectors from either the problem or latent space and the sample
label.
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FIGURE 1. The methodology of the proposed CCFDM-based ESMOTE-GAN.
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FIGURE 2. Ensemble SMOTE-GAN Model.

Figure 2 shows the architecture of the proposed ESMOTE-
GAN Model, while Figure 3 shows the architecture of the
GAN model. As can be seen in Figure 2, the ESMOTE-GAN
model consists of two main layers: the SMOTE layer and the
GAN layer. In the SMOTE layer, the random subsets resem-
ble the dataset. Each set consists of theminority class samples
and larger samples of the majority class, randomly resampled
with a ratio of 10% of fraudulent transactions and 90% of
benign transactions. In the second layer, multiple GAN mod-
els were trained based on the SMOTE outputs. As can be seen
in Figure 3, the fraudulent transactions have been extracted
and used for learning so that the GAN is trained on the
imbalanced dataset generated by SMOTE with the fraudulent
class as the target output. The generator network of the GAN
is trained to produce synthetic samples that look similar to the
fraud samples, while the discriminator network is trained to
distinguish between the original and the synthetic samples.
For the learning, let G and D denote the generator and the
discriminator, respectively, and let Z = {z1, z2, . . . , zn} and
X = {x1, x2, . . . , xn} denote the distribution of latent and
problem space, respectively. G and D G(z) are the output of
the generator (the fake sample) and D(G (z)) is the output
of the discriminator, which is the probability of getting G(z)
belonging to real data. The error e = log(1−D(G(z)) should
be minimized to generate a fake sample that is drawn from
the distribution of the real data. The error e is also used to
penalize the generator G and thus to minimize log(D (x)).
Thus, the following min-max game must be played by G
and D to minimize the generator error and maximize the
divergence.

min︸︷︷︸
G

max︸︷︷︸
D

V (G,D)

= Ex (log (D (x)))+ Ez (log (1− D(G (z)))) (1)

The training of the GANmodel continues until the genera-
tor can fool the discriminator into believing that the generated

samples are real, namely when adversarial loss converges,
indicating that the generator is producing realistic fraudulent
samples. Algorithm 1 shows the steps used in the proposed
data augmentation algorithm ESMOTE-GAN. Table 1 lists
the description of the symbols presented in the algorithm.
As shown inAlgorithm 1, the decision to include the synthetic
samples in the new dataset depends on the average of the
probabilistic output of the discriminator’s predictions of the
fraudulent transactions(See Algorithm 1 Lines 17 and 18).

C. FRAUD DETECTION PHASE
In this phase, an ensemble model was constructed and trained
based on the generated subsets of the generated dataset. For
each synthetic sample generated by GANs, a normal sam-
ple is extracted from the dataset. Thus, multiple balanced
sets were created for training. For each set, a diverse set
of machine learning classifiers was trained, including KNN,
CART, NB, ANN, SVM, LR, RF, XGBoost, and SDL. The
best-performing classifier was selected as a base classifier for
the proposed model. The probabilistic outputs of the trained
classifiers were then used to construct the voting ensemble
for the final decision.

p (y | x) =

∑n
i=1 wipi (y | x)

n
(2)

where n is the number of classifiers and wi is the weight
of the classifier i and pi (y | x) is the probabilistic output of
the classifier to predict the class y given the features x. The
weight wi is calculated based on the overall performance in
terms of the F-measure of the trained classifiers.

IV. EXPERIMENTAL DESIGN
This section describes and discusses the experimental design
used to validate and evaluate the proposed CCFDM model
based on the proposed ESMOTE-GAN technique, including
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FIGURE 3. GAN Model.

Algorithm 1 Data Augmentation Technique ESMOTE-GAN
1: for(i = 0, i < ensemble size, i++)
2: Df1

extract
←− DataSet[C == 1]

3: Df0,i
extract
←− Randome (DataSet [C = 0] , n) : n > len(Df1)

4: Dfi
concatenate
←− (Df0,iDf1)

5: Df ′i
extract
←− SMOTE(Dfi)

6: Df ′1,i
extract
←− Df ′[C == 1]

7: for number of training iteration
8: Generate latent points zϵZ
9: for k steps do
10: Sample batch Zm from Z
11: Sample batch Df ′1,i,m from Df ′1,i
12: min︸︷︷︸

G

max︸︷︷︸
D

V (G,D) = Ex (log (D (x)))+ Ez (log (1− D(G (z))))

13: End loop
14: End loop

15: Z ′1,i
predict using GAN
←− G(Z )

16: C ′i
predict using GAN
←− Z ′1,iD(Z

′

1,i)
17: ∀c ∈ C ′i and z

′

1,i ∈ Z
′

1,iif
(
c < mean

(
C ′i

))
18: drop the sample z′1,i from Z ′1,i
19: End loop

the dataset used, the performance measures, and the perfor-
mance evaluation.

A. DATASET
The source of the dataset used in this study is the ULB
Machine Learning Group (https://mlg.ulb.ac.be/wordpress/

portfolio_page/defeatfraud-assessment-and-validation-of-de
ep-feature-engineering-and-learning-solutions-for-fraud- det
ection/). It can be downloaded directly from Kaggle
repository (https://www.kaggle.com/datasets/mlg-ulb/
creditcardfraud). This repository contains data for
284,807 credit card transactions, as well as 492 samples of
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TABLE 1. Description of the symbols.

FIGURE 4. GAN Architecture.

fraudulent transactions collected from European cardholders.
The dataset is highly imbalanced, and the percentage of the
fraud dataset is 0.172% out of all transactions. The dataset
contains a total of 30 features, in addition to one column for
the class labels, of which 28 are anonymized features, and
two features are for the time and amount of the transaction.
The 28 features denoted by V1, . . .V28 in the dataset are the
results of PCA dimensionality reduction and anonymization
for protecting privacy. The time feature is the time elapsed
between the current and first transaction while the amount
features comprise the amount of the transaction and the class
label, which is either 1 for fraudulent transactions or 0 for

genuine transactions. The dataset has been commonly used
by many researchers [11], [47], [49], [50].

B. PERFORMANCE MEASURES
The proposed model was validated using the commonly used
performance metrics in the literature, which include, accu-
racy, precision, recall, F-Measure, and the false alarm rate.
The recall is the measure of the false positive rate and can
be used as a measure of investigation cost. The F measure
is an effective performance indicator for unbalanced data
which combines the precision and recall measures to evaluate
the overall performance of the model. These metrics can be
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calculated using the following formulae.

Recall =
# fradulent samples correctly classified
number of actual fradulent samples

(3)

False Alarms =
# normal samples wrongly classified
total number of normal samples

(4)

Precision =
#fradulent samples correctly classified

number of samples classified as fradulent
(5)

F −Measure =
2× Recall × Precision
Recall + Precision

(6)

C. PERFORMANCE EVALUATION
The proposed model was evaluated by comparing its per-
formance with the models from related work. First, the
related data augmentation techniques (Oversampling [17],
[19], SMOTE [7], [22], [23], [25], and GAN [28])
were used to benchmark the performance of the pro-
posed SMOTE-GAN and ESMOTE-GAN techniques. Three
strategies were implemented to evaluate the proposed
SMOTE-GAN and ESMOTE-GAN data augmentation tech-
niques: cost-sensitivity, resampling, and ensemble.

For cost-sensitive multiple machine and deep learning,
the classifiers were trained based on the original unbalanced
dataset. The probabilistic output of each classifier was tuned
to obtain the best performance. For the resampling strategy,
oversampling, SMOTE, and GAN techniques were selected
to generate the synthesized dataset. The set of common
machine learning-based classifiers with training was then
tested on the unbalanced test set. The datasets generated
by the related resampling and the proposed augmentation
techniques were also used to train ensemble-based learn-
ing classifiers such as RF and XGBoost for comparison.
The algorithms used in this study were implemented using
Python 3.9.16. The algorithms KNN, CART, SVM, ANN,
LR, RF, and XGBoost were implemented using the Scikit-
learn (Sklearn) 1.0.2 library, while the deep learning was
implemented using TensorFlow Keras models 2.9.1. Table 2
shows the parameters used for the experiments in this study.

D. RESULTS AND DISCUSSION
Table 3 and Figures 5, 6, 7, and 8 show the overall per-
formance in terms of the F-Measure of the proposed model
CCFDM as compared to the related models. The proposed
CCFDM is referred to as the ESMOTE-GAN augmentation
technique. To ensure the practical applicability of the model
on real-world data, we evaluated its performance using the
unbalanced test data. As shown in Figures 5, 6, 7, and 8,
the performance varies based on the sampling technique
and machine learning classifier used. To provide a meaning-
ful comparison, we selected four recent and top-performing
models for evaluation: the CNN proposed by the authors
in [5], ACL and FCL proposed by the authors in [41], and

TABLE 2. Learning parameters.

H-KNN proposed by the authors in [36]. By leveraging these
comparable models, we obtained valuable insights into the
effectiveness of our proposed CCFDM model.

As depicted in Table 3, the proposed ESMOTE-GAN aug-
mentation method demonstrated superior performance across
various types of classifiers. Particularly, the RF and XGBoost
algorithms outperformed other classifiers in terms of overall
performance. In terms of F-Measure, RF achieved an overall
performance of 92.31, while XGBoost achieved a slightly
higher performance of 92.44. On the other hand, LR exhibited
the lowest performance among the classifiers. This discrep-
ancy in performance can be attributed to the nature of the
dataset and the characteristics of the classifiers. Tree-based
classifiers, such as RF and XGBoost, are well-suited for
handling non-linear and noisy datasets. They can capture
complex relationships and patterns in the data, which leads
to improved performance. In contrast, LR attempts to learn
a linear decision boundary in the dataset, which may cause
a degradation in performance when dealing with non-linear
data. Additionally, LR is sensitive to extreme outliers, which
can further lower its performance. It is noteworthy that the LR
model performed relatively well without the need for resam-
pling techniques and achieved comparable performance even
when the dataset was unbalanced (as shown in Table 3).
This can be interpreted as demonstrating LR’s ability to
handle imbalanced datasets and adapt to the inherent class
distribution.

Although artificial neural networks (ANN) and deep learn-
ing algorithms can effectively handle non-linear datasets, it is
worth noting that tree-based classifiers often outperform neu-
ral network-based algorithms in high-dimensional and noisy
data scenarios. The decision trees employed in tree-based
classifiers are capable of capturing complex relationships and
handling noisy features, making them well-suited for such
datasets.

The subset dataset generated by applying SMOTE and
GAN augmentation techniques may contain some noise. This
is because the SMOTE algorithm introduces approximations
in the first layer, and the GAN model further adds com-
plexity and variability in the second layer. Consequently, the
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TABLE 3. Performance comparison in terms of f-measure.

FIGURE 5. Overall Performance Comparison in Terms of F-Measure.

FIGURE 6. Performance Comparison in Terms of True Positive Rate (Recall).

FIGURE 7. Performance Comparison in Terms of Precision.

resulting dataset may exhibit noisy characteristics. It is
important to consider this aspect when analyzing the perfor-
mance of the models. GAN treats the output of SMOTE as a

realistic dataset to learn from. However, such a treatment does
not hold for highly imbalanced datasets. The combination of
SMOTE and GAN augmentation techniques can introduce
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FIGURE 8. Performance Comparison in Terms of False Positive Rate (FPR).

FIGURE 9. Performance Comparison in Terms of Area Under the Curve (AUC).

additional noise and variations that might affect the learning
process and overall performance, especially in the context
of highly imbalanced data. This interoperates why the pro-
posed ESMOTE-GAN outperformed the traditional stacked
SMOTE-GAN. The use of ensemble GAN classifiers which
learned from a diverse set of data sub-sets improved the diver-
sity and further improved the classification performance.

Figures 6 and 7 show the detection rate in terms of true pos-
itive rate (recall) and precision. In terms of the detection rate,
the proposed ESMOTE-GANmodel is better than most of the
other studied models. Although the LR and SVMmodels that
were built using the oversampling technique achieved better
detection rates than ESMOTE-GAN, both SVM, and LR
achieved lower precision than the others. This could be due
to the complexity of the decision boundary that separates the
classes in some subsets of the synthetic data. Logistic regres-
sion and SVM are both linear models, meaning they can only
learn linear decision boundaries. If the decision boundary
in the synthetic data is highly non-linear, these models may
struggle to fit it accurately, resulting in lower precision. The
choice of hyperparameters for these models can also impact
their precision on synthetic data. For example, the choice
of the regularization parameter in logistic regression or the
choice of kernel function and kernel parameters in SVM can
affect their performance. RF andXGBoost algorithms strike a
balance between detection rate and precision.While the recall
is an indication of the predictability of the fraudulent samples,
the precision is a measure of model performance in terms

of discriminating between fraudulent and genuine or truthful
transactions. The higher the recall, the lower the number of
undetected frauds, while the higher the precision, the lower
the number of wrongly classified genuine transactions.

Figure 8 shows the false positive rates. SVM and RF
both reduced the false positive rate to zero, due to their
ability to achieve a 100% precision rate, as compared to
the others. However, RF achieves better performance than
SVM in terms of detection rate. The false positive rate mea-
sure is important because it indicates the intensity of human
intervention needed in verifying the alarms. Although the
proposed ESMOTE-GAN using XGBoost achieved higher
recall compared with that using RF, the false positive rate
produced by XGBoost is the disadvantage of such a model.
Even a small rate of false positives means a heavy workload
is required for human investigation. Given millions of benign
transactions every day, XGBoost, which attains 1.7% FPR,
can lead to 17,000 false alarms that need to be analyzed.

Figure 9 presents the overall performance score, in the
form of the area under the curve (AUC) measure using the
Receiving Operating Characteristic (ROC) curve. The pro-
cess of generating the ROC curve involves the calculation
of TPR and FPR for all the feasible probabilities of fraud
produced by a classifier [51]. As can be seen in Figure 9,
the proposed SMOTE-GAN and ESMOTE-GAN models
achieved 92.8% and 92.9% AUC with XGBoost and RF clas-
sifiers, respectively. This means that there is more than a 93%
probability of correctly classifying fraudulent transactions.
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TABLE 4. The improvement gains in terms of f-measure.

TABLE 5. The improvement gains in terms of f-measure.

The ESMOTE-GANmodel achieved the best performance in
terms of AUC, followed by the SMOTE-GAN model. The
best performance achieved by SMOTE was 92% and 92.3%
AUCwith XGBoost and RF, respectively. Oversampling with
XGBoost achieved 90.7%, while deep learning achieved the
best performance, 87%, using the unbalanced dataset, How-
ever, classifiers with the unbalanced dataset achieved the
lowest performance among the studied classifiers.

Table 4 shows the gains in terms of F-measure by the
proposed ESMOTE_GAN model compared to the state-
of-the-art models. It can be noticed that the proposed
ensemble-based integration of SMOTE and GAN outper-
formed all other related models with most machine learning
classifiers. The most significant improvement was achieved
using the ensemble sequential deep learning technique (SDL)
while LR failed to learn from the created synthesized datasets.
The overall performance of KNN also slightly dropped using
synthesized datasets created by the proposed technique as
compared to SMOTE, GAN, and SMOTE-GAN techniques.
The reason for such failure is that LR and KNN are very
sensitive to noise: they are dependent on the quality of
the dataset. Tree-based classifiers such as CART, RF, and
XGBoost achieve consistent improvement concerning the
compared techniques.

Figure 10 and Table 5 compare the performance of the
proposed model with that of the related work. As can be
seen in Figure 10 and Table 5, the proposed model outper-
forms the other studied models. In the model proposed by
Alarfaj, Malik, Khan, Almusallam, Ramzan, and Ahmed [5],
the CNN was trained based on highly skewed data in which
the features of the minority class are insufficient to learn
from. The ACL with deep learning proposed by Li, Liu,
and Jiang [41] achieved the lowest detection performance.
The FCL with deep learning proposed by Li and Liu [38]
achieved slightly higher performance compared to the ACL

FIGURE 10. Performance Comparison with the related work.

because it is an improvement of the SMOTE, where the angle
was used with the distance to generate the synthetic samples
for oversampling. The hybrid resampling techniques using
both oversampling for the minority class and under-sampling
for majority class achieved better performance compared to
FCL. Although such a technique can be effective, it suffers
from the overfitting problem. The proposed ESMOTE-GAN
solves this problem by creating multiple sets of the balanced
datasets, using SMOTE with an under-sampling technique.
Thus, the trained ensemble GANs together produced more
representative features with less noise and fewer overlapped
features.

E. THREATS TO VALIDITY
In this subsection, the factors that affect the performance of
the proposed fraud detection model are discussed. The imbal-
anced datasets where the number of fraudulent transactions is
much lower than the number of legitimate transactions leads
to biased training models. As a result, the trained models
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tend to be more accurate in detecting legitimate transactions
but less effective in identifying fraudulent ones, due to the
lack of representative features during training. To address
this issue, our proposed model adopts a two-step approach.
First, we reduce the class imbalance by employing the under-
sampling technique, which helps narrow the gap between
the classes. SMOTE is then utilized to increase the size of
the minority class within each subset. By doing so, we can
extract diverse patterns from these subsets, resulting in fewer
overlapping features. To prevent the GAN from modeling
the noise, we apply partial oversampling, using SMOTE on
the minority class. This approach allows the trained GAN
networks to generate more accurate samples by reducing the
noise introduced by SMOTE. Ultimately, the ensemble of
SMOTE-GAN further mitigates the impact of overlapped fea-
tures on the model’s performance. Eventually, the proposed
ensemble of SMOTE and GAN (ESMOTE-GAN) further
eliminates the impact of overlapped features on the model’s
performance. However, factors such as GAN architecture
and the ratio between the classes in the training set impact
the performance. In this study, the architecture and size
of the sample sets were selected based on trial and error, and
the best-performing combination was reported.

Another critical factor that can impact the performance of
the fraud detection model is the selection of an appropriate
learning algorithm that can effectively learn from diverse sets
of samples. Ensemble learning techniques have often been
employed to address the overfitting problem and enhance
overall performance by leveraging the strengths of multiple
classifiers. Deep learning techniques, such as CNN, LSTM,
and Autoencoders, have shown promising results in vari-
ous domains and may potentially yield better performance
compared to the proposed ensemble RF model. However,
their specific applicability and performance in the context of
fraud detection warrant further investigation, which can be
explored as part of future work.

V. CONCLUSION
In this study, a feature augmentation technique has been
proposed to address the problem of highly class-imbalanced
datasets. Multiple sets of samples were created using
under-sampling techniques and used as input for SMOTE.
The SMOTE technique and GAN model were then cascaded
to generate multiple balanced subsets with fewer overlap-
ping and noisy features. An ensemble of diverse random
forest-based classifiers was trained to develop a credit card
fraud detection model based on the proposed ESMOTE-GAN
model. The results show the effectiveness of the proposed
argumentation technique and the detection model. The pro-
posed SMOTE-GAN-based model achieved a 3.2% improve-
ment in the detection rate and a 1.9% improvement in the
overall detection performancewith a 0% false alarm rate. This
result implies a reduction of the cost needed for analysis by
humans.

One of the limitations of the proposed model is that some
synthetic samples generated by SMOTE are too similar to

existing minority class samples, leading to the overfitting
problem. One possible solution is to use the ENN technique
(the edited nearest neighbor technique) to remove the noisy
samples from both classes. In addition, the performance
of deep learning techniques such as autoencoding with the
proposed ESMOTE-GAN augmentation technique needs to
be further investigated. A study of the concept drift prob-
lem is needed on how the proposed diverse class can be
automatically updated using the gradual replacement of the
bias classifier based on the new arrival of wrongly classified
fraudulent transactions. Further investigation is required to
determine if the proposed solutions can be generalized for
other domains with rare events, such as anomaly detection,
medical diagnosis (e.g. cancer detection), or predicting rare
natural disasters such as earthquakes.
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