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Abstract 

 
During the last decade, several Electronic Orientation Aids devices have been proposed to 
solve the autonomy problems of visually impaired people. When hearing is considered the 
primary sense for Visually Impaired people (VI) and it is generally loaded with the 
environment, the use of tactile sense can be considered a solution to transmit directional 
information. This paper presents a new wearable haptic system based on four motors 
implemented in shoes, while six directions can be played. This study aims to introduce an 
interface design and investigate an appropriate means of spatial information delivery through 
haptic sense. The first experiment of the proposed system was performed with 15 users in an 
indoor environment. The results showed that the users were able to recognize, with high 
accuracy, the directions displayed on their feet. The second experiment was conducted in an 
outdoor environment with five blindfolded users who were guided along 120 meters. The users, 
guided only by the haptic system, successfully reached their destinations. The potential of 
tactile-foot stimulation to help VI understand Electronic Orientation Aids (EOA) instructions 
was discussed, and future challenges were defined. 
 
 
Keywords: electronic orientation aids, geographic information system, shoes mounted 
devices, somatosensory interaction, visually impaired, wearable haptic interface 
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1. Introduction 

During the last decades, several studies have been conducted to propose integrated systems 
that can help visually impaired people (VI) in their daily displacements. The state of the art 
electronic mobility aids for the VI people presents about 140 commercialized products [1]. 
These systems were divided into two main categories. The first class is called Electronic Travel 
Aids (ETAs) that aims at helping the VI in the task of obstacle avoidance. Some of these 
systems use ultrasonic echolocation [2] or laser telemeters to detect the distance to obstacles 
and resituate the information by vibrations tactile on the fingers or by producing a sound [3]. 
Electronic Orientation Aids (EOAs) is the second one, which aims at helping the VI people in 
the task of mobility and orientation. They provide them with awareness about their current 
situation and directions in the unfamiliar environment [4–6].  
EOAs are a category of an assistive device for VI people, dedicated to orientation assistance 
and composed of at least three components. The first one is a localization system (e.g., GPS).  
The second component is a digitized map and software designed to select routes, track the 
traveler's path, and provides navigation information to the user. The last one is a non-visual 
User Interface (UI) to assure communication between the user and the system. Fig. 1 presents 
an overview of EOA architecture as presented by [4]. 
 

 
Fig. 1. EOA architecture adapted from[4] 

  
This system is composed of three main components. A positioning module that localizes the 
user, a Geographical Information System (GIS) that defines the itinerary between starting and 
destination points, and finally the user interface. 
To assure the user is guided from a start point to their destination, the system must use an 
accurate localization process that must be around one meter in real-time and without any loss. 
Positioning is very crucial to determine the sidewalk of the user whether they are on the right 
or the left or in front of a pedestrian crossing or if they have already started to cross the street, 
etc. To overcome these limitations, several studies suggested using Differential GPS (DGPS) 
[7], [8] or combining the signals of GPS with inertial sensors through dead-reckoning 
algorithms [9]. Other approaches proposed combining embedded vision and GNSS to get a 
more accurate user position [10–13]. Hence, and using all these techniques, the positioning 
component can provide the system with more accurate localization to improve the user 
guidance process.  
The second component is the Geographical Information System which includes a geographical 
database and some routes selection software. It also provides assistance and tracks the 
traveler's path [14]. To indicate remote environmental features’ location, maps are important 
information sources (e.g., landmarks, point of interest) and help in the understanding of the 
spatial configuration of the surroundings. To improve positioning, geospatial data are used via 
map matching approaches. These functions are not usable without resolution improvements to 
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the maps in addition to adding suitable information to the database (e.g., the pedestrian 
crossing and the presence of walking pathways such as sidewalks) [15]. Few works have been 
done to identify key features concerning pedestrian mobility in the absence of sight, but the 
problems of data collection and data extraction must be overcome first [16], [17]. 
The third component is the user interface (UI); it works as the guiding component between the 
requirements of the users and the functions of the system. It is one of the most important 
components of a system that is dedicated to people with impairments. Obviously, for VI people, 
the interfaces based on visual output are excluded; audio-based interfaces or somatosensory 
interaction techniques remain the unique solutions. In light of these considerations, a 
navigational aid based on the sense of touch may be the most appropriate in acoustically rich 
surroundings. By transmitting navigational commands via touch, the two sources of 
information—navigational commands and environmental sounds—would be decoupled, 
preventing physical and attentional interference.  
 
By reviewing the previous studies, the limitations of the existing systems have been identified. 
It was found that most of the existing tactile user interfaces for VI navigation focus on the 
macro navigation aspect. These systems aim to roughly guide VI pedestrian through cities by 
providing turn-by-turn directions towards a destination. The evaluation of these systems has 
become a challenging task for user interfaces designers due to positioning errors and the 
absence of adapted GIS. To overcome these limitations, we developed a new platform that can 
help haptic interfaces designer to test their designed solution with a Wizard-of-Oz technique.  
The developed system differs from the existing systems in terms of design, implementation, 
and evaluation. It is embedded in the user's shoes. Instead of communicating directions via an 
auditory interaction, the sole contains a few vibration motors, which can be turned on to 
recommend a direction to take. The advantage of simple vibration patterns is that it is an 
unused communication channel; it does not interfere with users’ ability to perceive the 
surrounding environments. Also, this system can be used as an evaluation platform for helping 
EOA designers to evaluate their user interface without positioning errors. 
The purpose of this study is to investigate blind people's capacity to process simple 
navigational directions through a haptic shoe using a small number of vibrators. In other words, 
the proposed system provides instructional directions to VI pedestrians using a tactile-based 
interface safely and less confusingly. 
 
The key contributions of this paper are as follows:  
1. Present the design, implementation, and experimental evaluation of the HaptiSole system, 
which is a new wearable haptic-based interface for blind pedestrians. 
2. Conduct a user study with blind participants to evaluate the feasibility and usability of a 
haptic guidance system for blind pedestrian. 
3. Propose an evaluation platform that can help EOA designers to evaluate their user interface 
without positioning errors. The rest of the paper is organized as follows: Section 2 reviews the 
related works on different types of interfaces that can be used with way-finding systems. While 
section 3 presents the proposed system. Section 4 gives a field trial evaluation of the proposed 
system and shows the efficiency of the prototype and the initial feasibility of the proposed 
approach. Finally, the conclusion includes the research contributions and discusses future 
challenges associated with haptic interfaces for VI peoples. 
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2. Related works  
In the absence of vision, auditory and somatosensory modalities are the unique solution to 
provide VI people with directional instructions. Over the 20 last years, many research works 
have been focusing on developing adapted interfaces that can be used by VI people. 

2.1. Interfaces based on Audio  
For blind people, interfaces based on audio seem to be the best way to take navigational 
instructions because it does not need any learning. Instructions are proposed to the user through 
Text-to-Speech (TTS). These techniques consist of translating a text message into a voice 
message. This mechanism is highly preferable for commercialized devices solutions [18], [19].  
The second approach is based on binaural rendering. These systems proposed binaural 3D 
audio for guidance and navigational information depending on the capacity of humans for 
hearing especially the spatial audition [20–22]. Through a spatialization engine and over 
headphones, the 3D sound module provides binaural rendering. The main principle in this 
approach is to produce informational auditory content at the spatial position which occurs 
simultaneously with that of a specific target. Therefore, to create binaural 3D sound, we must 
use stereo headphones. The role of the user then is to follow the sound to reach the desired 
destination. High levels of intrusion and noisy environments are among the major difficulties 
that face the users when using audio outputs instructions. The main principle of this method is 
to generate auditory information content at a spatial location that occurs simultaneously with 
the content of a particular target. The user controls the output range from the level where the 
system provides continuous navigation instructions to the point where all but warnings are 
dismissed. To overcome these limitations, the Mobic project in [23] proposed to allow the user 
to control the range of the output from the point where the system offers continuous navigation 
instructions to the point where all but warnings are dismissed.  The NAVIG system [6] was 
proposed to define several user preferences according to the journey. Each preference contains 
diverse stages of information details and how this information will be introduced to the user. 
Indeed, sound interfaces will block, partially or totally, the sounds from the surrounding 
environment to some extent which can be unsafe for virtually impaired travelers. 

2.2 Vibrotactile Based Interface 
Tactile language is defined by [24] as a set of tactile information used to build a 
communication system. Like spoken languages, tactile ones include a set of rules that shows 
the way of using tactile information to form phrases with sequences meaning. In the context 
of haptic interfaces, the vibrotactile approach consists of using body locations as 
mechanoreceptors. Vibrators provide navigation continuously and non-intrusive guidelines. 
During the guidance process, the user is not perturbed by system sounds and will stay focused 
on the sounds that come from the surrounding environment [25]. 
Haptic feedback for the VI guidance system has been investigated over the two last decades. 
Erp et al. [9] proposed a display belt that includes eight vibration motors attached to the user's 
waist. The schemes translated distance to vibration rhythm while the direction was translated 
into vibration location. The conducted study with 12 blindfolded pedestrians revealed that no 
training is needed for mapping waypoint direction on the location of vibration that proved to 
be an effective coding scheme. However, this distance encoding does not improve the 
performance under control conditions without distance information. Based on the previous 
work [26], the authors proposed the tactile Wayfinder, a belt with six vibrators located in the 
belt where the tactile cues are distributed eventually around the waist of the user. Directions 
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were directed through triggering the corresponding motors. As for the previous work, results 
show the effectiveness of the belt to indicate direction information. User back is also 
investigated in [27], where the use of nine vibrators on the user back was used to show the 
direction of the following waypoint. Street crossing scenario was used as a critical test setting 
in which to evaluate the proposed interface. The proposed interface system was found 
appropriate in the wayfinding situation. Distance to a target can be displayed in the user back 
using vibration as presented in [28]. All these methods utilized several vibrators and need 
specific hardware. [29]. propose recommendations for the design of vibrotactile patterns for 
use on the human back.  
Using a single vibrator to indicate directional instruction has also been investigated with the 
expansion of the use of mobile phones. Phone vibrators will play the role of direction 
indicators. With one vibrator, a specific vibrotactile language must be defined to code different 
directions. Naviradar [30] is an android mobile-based application; it provided directions 
information on a 360° circle. A clockwise radar swing rotates, and tactile response is given 
every swing particularly expresses the user’s current direction in addition to the direction that 
the user must travel to. An evaluation study shows that people could understand the concept 
of NaviRadar and identifying the precise direction with a mean deviation of 37° out of the 
provided 360°. The TactileCompass is also a mobile application working in an android based 
device using a single vibrational motor that provides directions information by varying the 
pulses of two subsequent lengths within a single pattern. Distances are given via a difference 
in the pause between subsequent patterns, with short pauses corresponding to short distances. 
This pattern has been also used in the Pocket Navigator, a wayfinding mobile application that 
used the vibrator of a mobile phone to indicate different directions [31].  
In Azenkot et al.[32], the researchers used vibration on smartphones to evaluate three proposed 
methods by giving blind and low-vision people walking directions.  Vibration patterns were 
defined method by vibrating for 1 to 4 pulses to show the nearest intersection that the user 
must turn to. Ten VI pedestrians were involved in a user study and demonstrated that using a 
single vibrator is enough for communicating directions information without the need for the 
user's auditory attention or special hardware. 
 Haptic wrist bands are utilized for guiding blind people in a real environment. Weber et al. 
[10] reported that the wrist bracelet was more beneficial than verbal feedback to show the 
user’s rotations. Researchers in [33] confirmed that tactile feedback is good in keeping 
blindfolded travelers on a straight path. In addition to belts, pockets, or wrists, shoe-based 
vibrotactile interfaces were also investigated in [34], [35]. In [36], the researchers conducted 
some experiments with 20 sighted volunteers and 5 blind volunteers to assess the role of tactile 
sensation by the human foot and the tactile sensitivity of the sole surface. The results revealed 
that some information was identifiable, and that tactile foot stimulation can be utilized for a 
variety of human-machine interaction applications. On the other hand, the somatosensory 
modality was examined for sighted users to enhance the presentation of the information 
without visual support, i.e., in the event of situational impairment. 
Another work presented by [37] for designing a haptic sole. This device includes four vibrating 
actuators in a commercial foam shoe insole. For each direction, a corresponding vibrotactile 
pattern was defined. The whole length of each pattern was 7s. A preliminary evaluation 
conducted in an outdoor environment involved two blind users who were guided in a distance 
ranging from 380 to 420 m. They recommended that the proposed system improves 
independent and safe navigation for the VI people, demonstrating the potential for tactile foot 
stimulation in assistive devices. However, a complex vibration pattern was used that can add 
additional cognitive load to recognize the meaning of these vibrations.  
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In order to understand the effect of surrounding noise in the achievement of the journey, the 
study [38] explored a prototype using a tactile navigational aid that provides turn 
signals using vibrations on a hip-worn belt. 12 blind users participated in the evaluation of this 
belt as they navigated through a series of paths under the direction of the tactile belt or 
conventional auditory turn commands. Results indicate that background street noise 
compromised users’ ability to navigate with auditory instructions more than it compromised 
their ability to navigate with tactile commands.  In the same context, the authors in [25] found 
that the vibrotactile belt enabled closer path following, at the cost of the reduced average speed 
of a blind pedestrian. Jimenez and Jimenez [39] confirm that navigation was slower and more 
error-prone in the tactile condition.  
Audio and haptic interfaces have also been investigated in the context of blind navigation and 
itinerary preparation [40]. Researchers in [41] presented a study to examine the level of 
accuracy of the cognitive map developed through the use of an audio-tactile map. This study 
aims to prove that audio-tactile maps can help VI in understanding their surroundings and 
planning their journey.  

2.3 Motivation and Significance of this Work  
As shown in this brief review, while prior research works focus on audio-based interfaces and 
vibrotactile displays dedicated for VI navigation, there are no enough knowledge about the 
appropriate feet-based interfaces.  
The efficiency of single-vibrator systems became acceptable due to the widespread prevalence 
and using smartphones. However, the drawback of a single-vibrator system is that once at a 
waypoint, the user is required to rotate their body actively to determine the direction to the 
next waypoint. 
Tactile interfaces were proved effective in the VI guidance system. They can be worn on 
different parts of the body with diverse design methods. Interfaces mounted on the torso may 
include vibrators back an array that creates straight lines patterns or a waist belt with vibrators 
intended to create absolute point vibrations. Such tactile interactions are particularly effective 
at representing spatial information in drawing tasks and provide adequate support for VI 
pedestrians as they cross the streets. On the other hand, the interfaces of the waist belt are 
utilized for directional indication by triggering the vibration of the motor at the appropriate 
point on the interfaces around the user’s waist. These tactile interfaces are especially useful 
for communicating directional information in an operational environment. 
All the initiatives up to date have shown that there is no EOA-approved output interface, which 
gives us more creativity and innovation in this area. In this research, we bridge the research 
gap in the literature by proposing a new wearable haptic interface that uses four vibrators 
indicating six different directions.  
The shoe-based interface is supported by the fact that human skin naturally comprises 
biological sensors that can be stimulated by vibrations and contact. The benefit of these sensors 
is that they are dispersed across the surface of the skin; allowing users to perceive changes 
quickly and accurately. Also, shoe-based interface is easy to implement, cheap, easy to learn 
and can be worn by other VI without notice. 

3. The Proposed System: HaptiSole  
To improve the usability of the wayfinding system and especially haptic interfaces, our aim is 
to design a natural, delicate, easy-to-use haptic interface that provides sufficient resolution for 
pedestrian’s navigation purposes. The developed haptic interface can be used as an output 
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interface for GPS based system for VI people. Our first goal is to evaluate the ability of 
pedestrians to take the right decision when receiving directional instructions throw the 
proposed interface. As presented in Fig. 2, the HaptiSole is an interface that heavily relies on 
an external EOA that computes guidance instruction through the position and orientation of 
the pedestrian and then displays this information via the proposed interface. The main 
requirements of the proposed interface are: 

 Ergonomics. HaptiSole desires to be comfortable, shoes integrated easy to wear and 
remove as well. 

 Self-sufficiency. In this prototype, for wireless operation, the HaptiSole requires to 
have power, communication, and control units. 

 Resolution. HapticSole requires integrating enough actuators to give a high-
resolution direction. However, we must be careful about feet sensitivity and problems 
if we increase actuators number. 

 Aesthetics. The HaptiSole must be hidden and not cumbersome. 
Considering these four requirements, we will present and discuss the design methods. This 
section is divided into subheadings to give enough details on the conducted experiments and 
obtained results in addition to the drawn conclusion.  

3.1 System Architecture 
The HaptiSole aims to direct the user through activating the vibrator in the sole aligned with 
the position of the next waypoints. The system assumed that the path is defined as a list of 
waypoints (each waypoint corresponds to a turning point). When the user is close enough to 
waypoints the vibrator indicates the next waypoints to be reached. To reach the Users 
destination, they should arrive at reached all waypoints sequentially. Fig. 2 shows the overall 
architecture of the proposed system. 

 
Fig. 2. The basic concept of the proposed interface. 
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3.2. Direction Encoding 

3.2.1. Foot Sensitivity 
Human skin is made up of biological sensors that can be triggered by touch or vibration. These 
sensors are evenly dispersed across the skin's surface. People are capable of perceiving 
variations in pacing that are both quick and accurate. A spatial display is created by attaching 
tactile signal transducers to the outside of the body. It consists of three primary groups of 
sensors, each grouped by biological function: (1) thermoreceptors, which detect heat; (2) 
nociceptors, which detect pain; and (3) mechanoreceptors, which detect mechanical stimuli 
and skin deformation [41]. External forces cause physical deformation, which is detected and 
sent to the nervous system by mechanoreceptors. 

3.2.2 Vibrators Distribution within the Sole 
As presented in the previous works, directions were communicated in the full range of 360° 
[30], [43], [25] by generating an absolute vibration in a corresponding location on the user's 
body. However, we think that in the absence of vision, the pedestrian who uses an EOA and a 
traditional help (i.e., white cane) does not require this level of accuracy. For display purposes, 
fewer vibrators are used, the better fits the device on the foot. A goal for the haptic sole 
production is to use the minimum possible number of vibrators. For this research, four 
vibrators were selected as an ideal solution for macro navigation issues. This technique permits 
a precision of 60°. One of the challenges that we are trying to solve is to reduce the cognitive 
load required by blinds to understand the instructions of the direction. Based on the 
interpolation method proposed by [44], [25], we define a new presentation method that 
displays directions using one or two stimuli at the same time. To simplify the direction display, 
we choose to present a maximum of six directions. Fig. 3 illustrates that each one of the four 
vibrators is responsible for displaying a range direction between 0°, 90°, 180°, and 360°, as 
shown by the highlighted areas.  
 

 
Fig. 3. Design steps towards an accurate and non-obtrusive direction presentation. One vibrator is 

used for each main direction presentation (1, 2, 3, and 4 respectively for forward, right, backward, and 
left direction). 1-2 and 1-4 respectively for up-right and up-left for the composite direction. 

 
The directions that belong to the patterned area between vibrators 1 and 2 are displayed by 
activating both. This allows you to cover all 360 °. If there are only 6 choices (forward, 
backward, right, left, Up-left, Up- right), the user is informed which way to go. 
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3.3 Hadware  
HaptiSole was designed based on an Arduino Uno board. Four vibrator motors (see Fig. 4). 
Every vibrator is linked directly to the board of Arduino and placed on the sole. Vibrators are 
activated when excited throw the Arduino board. 
For each vibrator, several parameters can be defined. These parameters are (i) frequency 
(perceptible frequency range: 20-1000 Hz), (ii) amplitude (that is, intensity), (iii) waveform 
and duration, and (iv) rhythm. As shown in Fig. 4, all vibrators are located on the sole and 
linked to a board of Arduino with a Bluetooth connection. This connection allows you to link 
your haptic display to an electronic orientation aid or GPS-based guidance application. 
The used vibrators provide vibrating frequencies between 20 and 100 Hz. Each vibrator can 
be independently controlled with a specific vibrating frequency command connected to the 
Arduino board. Each vibrator ensures a 130 mm2 contact surface with the foot sole. Fig. 5 
illustrates the display of the up-right direction by a guidance activating the vibrator 1 and 2 
simultaneously.  
Seeking the user’s convenience, the tactile display can be placed used in the right or left foot 
and/or dominant foot, and it is wearable. The Arduino board, the battery, and the Bluetooth 
transmission module are all embedded in a black box that the carried easily which is attached 
to the users’ ankle and then covered by the user’s clothing or in his pocket. The HaptiSole is 
then inserted into the shoe, and therefore it becomes an unremarkable, visually hidden assistive 
device. This is the second version of the tactile interface’s device for the foot that we have 
introduced previously. 
 

 
Fig. 4. A) The used vibrator disk motor. B) Vibrators are attached on the sole and linked to the board 

of Arduino. C) The sole was in a shoe. 
 
Based on this proposed solution, we can further improve the design of the HaptiSole. Taking 
advantage of the ability to apply different intensities, frequencies, rhythms, or waveforms to 
the tactile transducers, we can propose more options to be encoded such as points of interest 
or landmarks along the route or alert message when GPS signals are lost for example. Also, 
and according to user foot sensitivity, these different settings can be adapted and adjusted 
according to users’ preferences.  
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Fig. 5. Displaying up-right direction by activating vibrator 1 and 2 simultaneously. Vibrators 3 and 4 

are switch off when up-right direction is played. 
 
4. The Experimental Design To evaluate this interface and to avoid positioning errors and the 
absence of adapted GIS, an evaluation platform was built (see Fig. 6). Two experiments were 
performed, the first experiment was carried out in a prepared indoor environment, while the 
second one was performed outdoors, where the participants walked a predetermined route. In 
a first step, a Wizard of Oz simulation [45] was used to evaluate the proposed interface. By 
doing so, we aimed to ensure that instructions sent through the HaptiSole interface can be 
understandable and usable before switching to the implementation phase. Additionally, the 
knowledge gained in this step contributed to the improvement of the interaction methods. 
This method has often been used to recognize implementation and testing ways for numerous 
applications including speech systems, natural language, command languages, imaging 
systems, and others. In the next sections performed experiments will be presented in detail. 
 

 
Fig. 6. Experiment setup. The VI pedestrian (3) is guided by an experimenter (1) through the 

HaptiSole. The experimenter sends direction instructions using an android application connected to 
the HaptiSole via Bluetooth. 
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4.1 First Experiment: Accuracy of Direction Perception 
Preliminary tests were carried out to evaluate system behaviors. Before outdoor navigation 
evaluations, the HaptiSole was first confirmed to be able to transmit discernible tactile 
information in a controlled indoor environment and to be sure that directions encoding is well 
understood, and vibration can be felled comfortably. 

4.1.1 Evaluation Method 
Fifteen blindfolded volunteer users participated in this first experiment (13 women and 2men). 
None of them complained of any problem insight and had no experience with any haptic 
devices. None of them had any known tactile sensory or cognitive shortage. The age for all 
invited participants was 33 years old on average. Participants were invited individually, and 
each session lasted 25 and 30 minutes. At the beginning of each session, the experimenter 
explained the objectives of this assessment and prototype composition. General instructions 
on the task have been given completely. For each volunteer, a short time to be familiar with 
the device and the user interface was given. Each participant was asked to wear the prototype 
on their feet while sitting. During the test, all users have the complete freedom to select the 
preferred foot (that is, the right or left foot) on which the test will be run. The actuators’ 
vibration frequency was the same for all users and set from the beginning at 60 Hz. We choose 
60 Hz to be sure that vibrations will be well received by all users. The experimenter plays each 
direction 5 times (e.g., forward, backward, right, or left, up-right and up-left). A total of 
30random directions were played per session. After the direction is played, the user fills in a 
checkbox table to indicate the direction entered (see Fig. 7). All participants agreed in writing 
to participate in the research. 

 
Fig. 7. First experiment scenario. 

 

4.2 Second Experiment: Outdoor Navigation Task 
The objective of this experiment was to evaluate the performance of the HaptiSole prototype 
in a reel navigation scenario. Thus, we wanted to make sure that directional encoding was 
understandable and usable before proceeding to the actual real navigation task. Besides, the 
knowledge gained in this step helped improve interaction techniques. A Simple guidance 
algorithm was implemented as presented below.  
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Algorithm 1: Guidance_process 
Require: Define itinerary (list of edges); 
Define list of Turning Points 
Start(); 
Foreach TurningPoint in List of TurningPoints{}do: 
if (distance to turningPoint =<2 meter) then: 
Activate vibrators indicating the direction of the next turning points. 
End if 
End For 
End Guidance_process; 

 
The second experiment was performed in the outdoor environment, where the participants 
walked a predetermined route. These experiment objectives are to make sure that each 
direction can be felt clearly and accurately throughout a mobility task and observe if the 
blindfolded participants can reach their destination using the proposed haptic interface. 
Furthermore, to make sure about the efficiency of the interface.  

4.2.1. Evaluation Method 
A predefined path was defined composed of 117 meters including several turnings (see Fig. 
8). Five blindfolded users were involved in this second evaluation with an average age of 31 
years old (Two users from 5 did not participate in the first experiment). The system is 
introduced clearly to them before the beginning of the experiments. Fig. 9 presents how the 
interface was embodied by the volunteers. 

 
Fig. 8. The outdoor predefined path. Red dots identify points of sending direction by the experimenter 

walking around the user during an evaluation. 
 
The evaluator walked around the contributors to give them instructions via the android 
application to follow the predefined path. The link between the interface and the Android 
application is made via Bluetooth as presented in Fig. 5. Fourteen waypoints were defined. In 
each waypoint, the experimenter will send the direction to the next waypoint to the user. 
None of the participants knows the path before the experiment. To record the user`s 
performance, each participant brings a GPS logger in his pocket. When the user reaches 
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itinerary points (red points in Fig. 8) the experimenters send the direction of the next one until 
the endpoint. 
 

 
Fig. 9. During the second experiment, a user is wearing haptic shoes. 

5. Results and Discussion 

5.1. Results of the First Experiment 
As presented in Fig. 10, the four main directions (e.g., up, forward, and right, left) were 
recognized perfectly with an accuracy rate over 94%. Nevertheless, the accuracy of the 
combined directions, (up-right and up-left the recognition) was 82.67% and 76% respectively. 
Table 1 presents the evaluation results in detail. 
 

Table 1. The direction recognition rate for each one of the 6 directions. 

 
It is shown that the recognition rates are high for the four main directions. These are because 
of an optimized tactile rendering method based on a small number of stimuli and with optimal 
intensity. Regarding composite direction when two vibrators were activated simultaneously, 
the recognition rate is around 76%. A user interview was performed with all users to get their 
feedback and to try to improve it.  
The evaluation showed that participants were able to know the displayed directions with a 
precision of 90% for all directions. For up-right and up-left the recognition rates were 82.67% 
and 76% respectively. First, it seemed difficult for the participants to give feedback about the 
perceived direction that was displayed by the HaptiSole for these two directions. It was 
challenging for them to differentiate between right/Up-right and left/Up-left. After several 

  Answered (%) 
  Forward Backward Right Up Right Left Up Left 
 
 
 
Presented 

Forward 97.33 1.33 1.33 0 0 0 
Backward 1.33 98.67 0 0 0 0 
Right 0 0 94.67 5.33 0 0 
Up Right 2.67 0 10.67 82.67 4 0 
Left 0 0 0 0 94.67 5.33 
Up Left 6.67 0 0 0 17.33 76.00 
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discussions, we think that we can improve this rate by moving and adjusting the left vibrator 
1 cm to the left or raising the intensity so it can be felt more clearly. This design choice was 
taken into consideration in the next experiments. Overall, all participants show a high level of 
satisfaction and enthusiasm. 

 
Fig. 10. The direction recognition accuracy. 

5.2. Results of the Second Experiment  
All users completed the tasks successfully with no errors. The subjects’ navigation was 
performed on sidewalks. The itinerary was chosen without typical urban obstacles, such as 
other people, trees street poles, and dust bins. The user reported that the vibration was very 
clear, the direction was given very well, and no one was given the wrong direction. The 
duration and distance of the performed path are shown in Table 2.   

Table 2. Navigational times and distance for the outdoor experiment. 
User Duration (minutes) Distance (meters) 
#1 04:08 120  
#2 05:08 132  
#3 06:56 140  
#4 04:02 133 
#5 03:51 121  

 
All users were able to accomplish the proposed path under the guide of the master. For instance, 
the task finishing time for the user #1 was 04 minutes and 0.8 second.   
Our main goal was to assess the ability of pedestrians to make the right decisions when given 
directional instructions. Five participants can reach the end of the set travel route. Participants 
recognized the meaning of each vibration. Multiple outages were observed in all participants. 
The second goal was to evaluate vibration detection at various points on the sole during 
walking. A short interview was held at the end of the session. Participants said that tactile 
instruction during walking was well received, and they were not bothered by disturbances. 
They report that the sense of touch can be perceived so as not to interfere with the current task 
and can be perceived carefully without being aware of the environment. 

5.3 Comparison with a State-of-the-Art Study  
The GPS heading is the primary means for obtaining the user’s orientation. Indeed, using a 
Wizard-of-Oz technique to send directional instructions help us to avoid positioning errors. 
According [35], an approximate 2–4 m resolution of the GPS data was observed during a 
similar test. So, by eliminating positioning errors, we will be able to focus on directional 

97.33%

98.67%

94.67%

82.67%

94.67%

76.00%

Forward

Backward

Right

Up Right

Left

Up Left

Direction recognition Accuracy
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instructions displayed in each waypoint rather than if the right instruction was displayed or 
not. 
In [35], the authors presented a tactile interface composed of a four-point array of actuators 
that display 4 directions (forward, backward, right and left). The prototype was tested to 
evaluate the interface’s ability to transmit tactile information to the user, and the user’s 
comprehension level of this feedback. The results showed high recognition rates. These results 
are confirmed by the HaptiSole which confirms that the medial, lateral, and tibial plantar areas 
of the foot can be efficiently simulated by actuators in order to display directions. In addition 
to the main four directions, HaptiSole was designed to add two more directions which are up-
left and up-right. In the short interview held at the end of each session, participants are asked 
about up-right and up-left directions. Responses confirm our assumption that these composed 
directions are more difficult to understand compared to the four main directions. However, 
participants said that the composed directions can help them in turning points for example or 
in micro-navigation tasks where the target is near them. 
Therefore, it is found that interpolated direction presentation leads to a more accurate 
perception of the direction, while the discrete direction presentation was easier to perceive and 
process for waypoint navigation. 

6. Conclusion and future works 
The goal of this paper was to design a new wearable haptic interface that provides VI people 
with guidance instructions in a safer, non-intrusive, and fashionable way. To do that, four 
embedded vibration motors were implemented into a sole connected to an Arduino board. The 
current research establishes the feasibility of vibrotactile guidance shoes for blind people. The 
haptic sole successfully steered users to their desired waypoints while allowing the auditory 
modality to focus on surrounding sounds. The proposed interface was tested in two different 
stages. The first one was performed in an indoor controlled environment aiming to validate 
design choices and be sure that stimulus will be identified and felled by pedestrian users. 
Participants expressed satisfaction with the intensity and frequency used. However, the 
proposed platform can be used to easily evaluate such options. The second experiment was 
performed in an open environment with five blindfolded users to evaluate the pertinence of 
the used stimulus in an outdoor walking scenario. Results revealed that the haptic sole can 
effectively direct pedestrians without demanding a user’s auditory attention. The researchers 
believe that these results need to be confirmed in real-world situations of the VI, let by the 
EOA. Additionally, to assess different mobility situations. Besides the HaptiSole, a platform 
for evaluating diverse design options was proposed. The design of the sole can be easily 
changed (e.g., vibrators placement, number of vibrators at each level, etc.) for a new evaluation. 
To explore these questions, an evaluation toolkit will be integrated into the android application 
and log all prototype usage. For future work, the presented interface will be evaluated by VI 
people. Various environmental and ground conditions should be used to ensure that these 
changes do not affect the use of the sole. Users can also define their parameters (such as 
vibration frequency and intensity) according to their preference. The previous studies have 
demonstrated that tactile acuity increases with practice [46] and those blind people can 
interpret touch information more effectively [47]. The integration of the HaptiSole within an 
adapted guidance application for VI people is our next goal. The proposed system will rely on 
a GPS system for user positioning, which can be improved by using an inertial measurement 
unit.  
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