BIRMINGHAM CITY UNIVERSITY

DOCTORAL THESIS

Ensembles of Pruned Deep Neural
Networks for Accurate and Privacy
Preservation in IoT Applications

Author: Supervisor:
Besher ALHALABI Prof. Mohamed Gaber
and Dr. Shadi Basura

A thesis submitted in fulfillment of the requirements
for the degree of Doctor of Philosophy

in the

Artificial Intelligence and Data Analytics Group
School of Computing and Digital Technology

December 1, 2023


http://www.bcu.ac.uk
http://www.johnsmith.com
http://www.jamessmith.com
http://www.jamessmith.com
https://www.bcu.ac.uk/
https://www.bcu.ac.uk/




iii

Declaration of Authorship

I, Besher ALHALABI, declare that this thesis titled, “ Ensembles of Pruned

Deep

Neural Networks for Accurate and Privacy Preservation in IoT Appli-

cations ” and the work presented in it are my own. I confirm that:

This work was done wholly or mainly while in candidature for a re-
search degree at this University.

Where any part of this thesis has previously been submitted for a de-
gree or any other qualification at this University or any other institu-
tion, this has been clearly stated.

Where I have consulted the published work of others, this is always
clearly attributed.

Where I have quoted from the work of others, the source is always
given. With the exception of such quotations, this thesis is entirely my
own work.

I have acknowledged all main sources of help.

Where the thesis is based on work done by myself jointly with others,
I have made clear exactly what was done by others and what I have
contributed myself.

Signed: Beaker A Halibe

Date:

30-Nov-2023







“Thanks to my solid academic training, today I can write hundreds of words on
virtually any topic without possessing a shred of information, which is how I got a
good job in journalism.”

Dave Barry






vii
BIRMINGHAM CITY UNIVERSITY

Abstract

Faculty of Computing, Engineering and Built Environment
School of Computing and Digital Technology

Doctor of Philosophy

Ensembles of Pruned Deep Neural Networks for Accurate and Privacy
Preservation in IoT Applications

by Besher ALHALABI

The emergence of the AloT (Artificial Intelligence of Things) represents the
powerful convergence of Artificial Intelligence (AI) with the expansive realm
of the Internet of Things (IoT). By integrating Al algorithms with the vast
network of interconnected IoT devices, we open new doors for intelligent
decision-making and edge data analysis, transforming various domains from
healthcare and transportation to agriculture and smart cities.

However, this integration raises pivotal questions: How can we ensure
deep learning models are aptly compressed and quantised to operate seam-
lessly on devices constrained by computational resources, without compro-
mising accuracy? How can these models be effectively tailored to cope with
the challenges of statistical heterogeneity and the uneven distribution of class
labels inherent in IoT applications? Furthermore, in an age where data is a
currency, how do we uphold the sanctity of privacy for the sensitive data
that IoT devices incessantly generate while also ensuring the unhampered
deployment of these advanced deep learning models?

Addressing these intricate challenges forms the crux of this thesis, with
its contributions delineated as follows:

Ensyth: A novel approach designed to synthesise pruned ensembles of
deep learning models, which not only makes optimal use of limited IoT re-
sources but also ensures a notable boost in predictability. Experimental ev-
idence gathered from CIFAR-10, CIFAR-5, and MNIST-FASHION datasets
solidify its merit, especially given its capacity to achieve high predictability.

MicroNets: Venturing into the realms of efficiency, this is a multi-phase
pruning pipeline that fuses the principles of weight pruning, channel prun-
ing. Its objective is clear: foster efficient deep ensemble learning, specially
crafted for IoT devices. Benchmark tests conducted on CIFAR-10 and CIFAR-
100 datasets demonstrate its prowess, highlighting a compression ratio of
nearly 92%, with these pruned ensembles surpassing the accuracy metrics
set by conventional models.

FedNets: Recognising the challenges of statistical heterogeneity in fed-
erated learning and the ever-growing concerns of data privacy, this innova-
tive federated learning framework is introduced. It facilitates edge devices
in their collaborative quest to train ensembles of pruned deep neural net-
works. More than just training, it ensures data privacy remains uncompro-
mised. Evaluations conducted on the Federated CIFAR-100 dataset offer a
testament to its efficacy.
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In this thesis, substantial contributions have been made to the AloT ap-
plication domain. Ensyth, MicroNets, and FedNets collaboratively tackle the
challenges of efficiency, accuracy, statistical heterogeneity arising from dis-
tributed class labels, and privacy concerns inherent in deploying Al applica-
tions on IoT devices. The experimental results underscore the effectiveness of
these approaches, paving the way for their practical implementation in real-
world scenarios. By offering an integrated solution that satisfies multiple key
requirements simultaneously, this research brings us closer to the realisation
of effective and privacy-preserved AloT systems.
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Chapter 1

Introduction

1.1 Preamble

The term 'Internet of Things (IoT)” was originally coined by Kevin Ashton
and other experts in 1999 [Ashton, 2009] to describe a global network of nu-
merous and intelligent devices capable of communicating with each other
through the internet. These devices are equipped with the ability to perform
complex computational tasks, interact with users, exchange data with other
devices, and send data to centralised data centres.

Over the years, IoT has undergone a significant evolution, driven by the
advancements in the telecommunications industry such as wireless, Blue-
tooth, and 5G networks. As a result, a new generation of intelligent services
has emerged, as highlighted by recent research [Kaur et al., 2023]. Today,
IoT has transformed from old-frequency radio devices in the late 1990s to a
plethora of modern, smart devices that include wearables, energy meters,
smart home appliances, smart cities, healthcare systems, and much more
[Kaur, Yadav, and Gill, 2023], [Bellini, Nesi, and Pantaleo, 2022].

This revolutionary development has led to a massive expansion of the
IoT ecosystem, bringing about an unprecedented level of connectivity and
automation. With the increasing adoption of IoT devices, the world is wit-
nessing a new era of technological transformation, which has the potential
to change the way we live and work, enabling us to achieve more efficient,
sustainable, and secure societies.

With its potential to connect billions of devices and sensors, IoT has the
power to impact various aspects of our daily activities and create new possi-
bilities for improving our lives. For example, one of the most significant IoT
applications is in the domain of smart agriculture. By using IoT sensors to
monitor temperature, humidity, soil moisture, and other factors, farmers can
obtain real-time data that enables them to optimise irrigation, fertilisation,
and other factors that affect crop growth [Upadhyay, Yadav, and Gandhi,
2019]. This can lead to increased crop yields, reduced resource consumption,
and improved efficiency, which are critical factors in achieving sustainable
agriculture. In the manufacturing industry, IoT can be used for predictive
maintenance, where sensors are used to monitor equipment performance
and predict when maintenance is needed. This can help to reduce downtime,
improve efficiency, and prevent equipment failures which can lead to catas-
trophic consequences, thus, can save significant cost, time and effort [Him,
Poh, and Pheng, 2019]. Another application of IoT is in traffic management
systems where sensors can be used to monitor traffic flow and optimise the
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timing of traffic lights, reducing congestion, and journey times and improv-
ing safety [Elkin and Vyatkin, 2020]. With increasing number of vehicles on
the road, IoT-based traffic management systems have become fundamental
components of smart and sustainable cities. In healthcare, IoT devices are
used to facilitate remote monitoring of patients” health, allowing doctors to
track vital signs and other important data. This can help to improve patient
outcomes and reduce the cost of healthcare by enabling early diagnosis and
intervention [Khanna and Kaur, 2020]. Additionally, IoT has been widely
used within blockchain technology to create new applications in various do-
mains, including supply chain management, smart cities, and healthcare [Ali
etal., 2019].

Another important application for blockchain IoT-based applications is
Smart contracts. Smart contracts are self-executing contracts with the terms
of the agreement directly written into code. They automatically enforce rules,
execute actions, and facilitate transactions on a blockchain. For example, in
a supply chain scenario, a smart contract could automatically trigger a pay-
ment to a supplier once certain conditions, such as delivery confirmation, are
met, ensuring transparency and eliminating the need for intermediaries.[Dai,
Zheng, and Zhang, 2019]. Overall, the combination of IoT and blockchain has
the potential to improve the efficiency and security of various applications
by enabling the automatic execution of contracts and the secure recording of
data from connected devices.

1.2 Motivation

In the previous section, it was noted that the use of IoT devices is rapidly
increasing in modern society, resulting in vast amounts of data being gener-
ated at the network edge. Recent forecasts indicate that the number of IoT
devices in use is expected to reach 41.6 billion by 2025, generating and con-
suming around 79.4 ZBs of data [Badnakhe, 2021]. The conventional method
for analysing the generated data involves transferring it from the devices
(clients) to a central cloud server, where the analysis is conducted and the
necessary insights are generated [Ghosh and Grolinger, 2020].

To analyse this data effectively, Artificial Intelligence (Al), particularly
Deep Learning (DL), has become a critical aspect of IoT applications. With
the ability to process large amounts of data, Al algorithms are capable of con-
ducting complex machine learning tasks and generating valuable insights,
making edge devices such as IoT devices an ideal target for these tasks. As
a result, the integration of Al and IoT has given rise to a new era, the Artifi-
cial Intelligence of Things (AloT) [Zhang and Tao, 2021], with the potential to
transform various sectors, including security, transportation, healthcare, ed-
ucation, industry, energy, agriculture, as well as our homes and cities [Zhou
etal., 2019].

However, the integration of Al and IoT also presents a range of chal-
lenges that must be addressed for the full potential of AloT to be realised.
These challenges include data privacy, statistical heterogeneity, accuracy and
resource management. Security and privacy are critical concerns, as AloT
systems involve the transmission of large amounts of data over networks,
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which makes them vulnerable to cyber-attacks and the leakage of sensitive
data [“Big IoT Data Analytics” 2017]. Accuracy: Within the domain of the In-
ternet of Things (IoT), clients often display a disparate distribution of class la-
bels, referred to as statistical heterogeneity [Rashma et al., 2021]. This dispar-
ity creates hurdles in ensuring reliable and exact results. As a result, there’s a
pressing need for machine learning (ML) approaches, especially deep learn-
ing algorithms, that can consistently offer precise results in the presence of
statistical heterogeneity. Finally, resource management is a critical issue, par-
ticularly when running Al applications such as deep learning on constrained
devices. This is because Deep Neural Networks (DNNSs) are computation-
ally expensive, and running them on limited devices can lead to a range of
issues, such as suboptimal utilisation of processing power, memory, and net-
work bandwidth, as well as high energy consumption [Khalil et al., 2021].
To overcome these challenges, it was essential to develop innovative Al ap-
proaches in order to create efficient and privacy-enhanced AloT networks
and applications. Federated Learning (FL) is a distributed collaborative Al
method that allows for the training of Al models at distributed AloT devices
without requiring data sharing [Yang et al., 2019]. Most recently, the concept
of FL has been proposed as a way to build robust ML privacy-enhanced AloT
systems (could be referred as FL-IoT). For instance, multiple IoT devices can
act as workers and communicate with an aggregator (e.g., a server) to con-
duct deep learning network training in intelligent AloT networks [Yu et al.,
2018b]. However, FL-IoT is a relatively new field and has a lot of challenges
related to the distribution of the data among the AloT network members.

1.3 Problem Statement

When designing and deploying resilient machine learning (ML) solutions for
resource-constrained devices, it is imperative to consider the following key
tfeatures. These features play a crucial role in ensuring the effectiveness, ef-
ticiency, and dependability of the ML system [Nguyen et al., 2021]. There-
fore, to achieve optimal performance and reliability, special attention must
be given to the following main features during the design and deployment
phases of the ML solution.

Efficiency In order to develop machine learning solutions that are suitable
for resource-constrained devices, such as Internet of Things (IoT) devices, it
is crucial to design them to be resource-efficient. Deep learning algorithms,
in particular, are known to be computationally intensive, making them dif-
ficult to run on devices with limited resources. Therefore, techniques such
as model compression and quantization can be applied to reduce the size
and complexity of the models without significantly sacrificing accuracy. Ad-
ditionally, selecting the appropriate hardware and optimising the code can
also help minimise resource usage [Zhang and Tao, 2021].

Accuracy In the realm of the Internet of Things (IoT), there is often an
uneven distribution of class labels among clients (statistical heterogeneity)
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[Rashma et al., 2021], posing challenges in delivering dependable and pre-
cise solutions. Consequently, it becomes crucial to develop machine learning
(ML) solutions, particularly deep learning models, that can effectively de-
liver accurate outcomes. However, although providing efficient deep learn-
ing solutions for IoT devices is essential, as mentioned earlier, the accuracy
of these models can be compromised due to the necessary compression tech-
niques, leading to a potential drop in their performance.

Privacy Data privacy is a critical concern in IoT devices, as they collect and
transmit a vast amount of sensitive data. The data generated by IoT devices
can include personal information such as location, health, and financial data.
This data can be susceptible to privacy breaches, which can result in identity
theft, financial loss, and /or reputational damage. The sensitive and personal
data collected by AloT devices must be protected from unauthorised access
and potential breaches. Therefore, it is crucial to design and implement deep
learning models that respect the sensitive data of AloT devices.

To craft the ideal approach for designing and deploying AloT applica-
tions, it is crucial to ensure that it satisfies several key requirements. Firstly,
it should be resource-efficient, meaning it must be designed to operate on
IoT devices without significantly impacting their available resources. Sec-
ondly, it must be capable of generating accurate decisions in the presence
of the statistical heterogeneity of class labels at the edge. Finally, it must
respect data privacy best practices to safeguard sensitive information. How-
ever, despite the significance of these requirements, to date, there is no com-
prehensive approach that can effectively address all three simultaneously.
Most existing works in the field tend to focus on just one aspect of these re-
quirements, disregarding the other two [Rodriguez, Otero, and Canal, 2023],
[Bi, Liu, and Kato, 2022], [Tang et al., 2017]. As mentioned above, apply-
ing deep learning to IoT environments yields several challenges, including
ensuring deep learning models operate effectively on IoT devices without
compromising accuracy, aptly compressing and quantising these models for
resource-constrained devices, addressing the issues of statistical heterogene-
ity in IoT data, and upholding data privacy and security. To provide a struc-
tured overview of these challenges and the innovative solutions proposed
in this research, a comprehensive table has been formulated Table 1.1. This
table delineates each research challenge, the existing approaches adopted by
the community to tackle them, the novel solutions proposed in this thesis,
and the metrics that highlight the improvements achieved.

1.4 Aim and Objectives

The main aim of this thesis is to develop effective and privacy-preserved computer
systems for deploying Al applications on the Internet of Things (IoT) devices through
the use of ensembles of pruned deep neural networks.

To achieve this aim, we identified the following objectives:
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Research Chal- | Adopted  Ap- | Proposed Solu- | Improvement Met-
lenge proaches tion rics/Measures
How deep | [He, Zhang, | Ensyth Higher predictability lev-
learning mod- | and Sun, 2017], els compared to a chosen
els could run | [Romero et al., baseline, lower number of
on IoT without | 2014], [Hu et al., trainable parameters, and
compromising | 2018] taster CPU execution time
accuracy. compared to the baseline

model.
Ensuring deep | [Sodhro et al., | MicroNets Higher predictability lev-
learning mod- | 2019], [Alom et els compared to a chosen
els are aptly |al, 2018],[Han, baseline, compression ra-
compressed Mao, and Dally, tios up to 91%, and energy
and quantised | 2015] monitoring measures in-
to  efficiently cluding input voltage, load
operate on IoT. current, memory footprint
(size of the model), and in-
ference time.
Tailoring mod- | [Kone¢ny et al., | FedNets Higher predictability lev-
els to cope with | 2017],[Tian els (our approach outper-
the challenges | et al., 2022], forms two state-of-the-art
of statistical | [Dao et al, methods).
heterogeneity n.d,[Liang et
and the uneven | al., 2020]
distribution
of class labels
inherent in IoT
applications.
Upholding [McMahan et | FedNets Introduces a new security

the sanctity of
privacy for the
sensitive  data
that IoT devices
incessantly gen-
erate while also
ensuring the
unhampered
deployment of
these advanced
deep learning
models.

al., 2018], [Voigt
and  Bussche,
2017]

mechanism to ensure pri-
vacy in federated learning.

TABLE 1.1: Comparative Analysis of the Research Challenges,
Existing Approaches, and The Proposed Solutions in IoT

* Conduct a critical review of the literature on IoT, pruning techniques,
deep learning ensembles, federated learning, and their applications in
IoT to Identify the gaps in the existing literature.
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* Design and develop a novel approach for synthesising pruned ensem-

bles of deep learning models for better utilising of IoT resources and
achieving high predictability levels.

* Design and develop a multi-phase pruning pipeline that incorporates
weight pruning, channel pruning, and knowledge distillation for effi-
cient deep ensemble learning on IoT devices.

* Design and develop a federated learning approach that enables edge
devices to collaboratively train ensembles of pruned deep neural net-
works to tackle the statistical heterogeneity in federated learning set-
tings while preserving data privacy.

¢ Evaluate the proposed approaches on benchmark datasets and com-
pare their performance with state-of-the-art methods in terms of accu-
racy, efficiency, and privacy.

1.5 Contributions

The work presented in this thesis has yielded several novel contributions to
the field. Specifically, we have developed novel approaches for addressing
key challenges in the design and deployment of AloT applications which
directly improved the efficiency, reliability, and security of such systems.

The Synthesis of Deep Learning Ensembles To address the second objec-
tive of the thesis, our first contribution is the synthesis of an ensemble of
pruned deep learning models from a baseline model, selected from a diverse
space of synthesised models [Alhalabi, Gaber, and Basurra, 2019]. The en-
semble’s diversity leads to the outperformance of the baseline model while
simultaneously eliminating the impact of compression on deep learning mod-
els by producing compressed models with better predictability measures.
Moreover, the approach achieves fast inference of the pruned models through
parallel processing while further boosting the accuracy through ensemble
learning.

Pruning Pipelines to Deep Ensemble Learning in IoT Devices To address
the third objective of the thesis, the second contribution is related to design-
ing a novel framework that enables efficient deployment of deep ensemble
learning on edge devices, maximizing the generalization of deep learning
solutions at the edge end and providing robust ML solutions in complex
IoT environments [Alhalabi, Gaber, and Basura, 2021]. This contribution
aims to develop a multi-phase pruning pipeline that generates lightweight
deep learning models capable of running on resource-limited devices with-
out compromising their performance. The pipeline can generate individual
models or ensembles and includes a new clustering-based deep ensemble
pruning technique that reduces the number of models in deep learning en-
sembles. By applying this framework, edge devices can perform complex
tasks, previously limited to high-end servers, such as real-time speech recog-
nition, image classification, and object detection.
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Federated Learning on Edge Devices using Ensembles of Pruned Deep
Neural Networks To accomplish the final objective of this thesis, the third
contribution aims to introduce a novel federated learning strategy for non-
iid settings [Alhalabi, Basurra, and Gaber, 2023]. The proposed approach
employs deep-ensemble learning to maximize the generalization of the mod-
els at the edge-end and enhance the overall performance across various dis-
tributions of the clients” local data. Furthermore, this contribution presents
a unique ensemble pruning technique that minimizes the communication
overheads over the network and reduces the storage footprint of ensembles.
The affinity propagation clustering method is applied to the embeddings of
the models, considering that a graph could represent each artificial neural
network. Lastly, a novel privacy approach is described to safeguard clients’
sensitive data in the applications that require running an ensemble of mod-
els.

The thesis proposes three novel techniques that can be visualised as a
complete layered model similar to an onion graph model. This layered struc-
ture is used to emphasise that each component of the model is built upon the
previous one. The core of the layered model is the Ensyth approach, which
is surrounded by the other layers. The Micronets Approach is placed in the
second layer of the onion model, reflecting that Micronets uses Ensyth in the
generation of a diverse pool of models. Finally, the FetNets approach encap-
sulates the work that has been done in both Ensyth and Micronets and hence
it is placed in the final layer of the onion model. Figure 1.1 illustrates the
onion-like layered model.

© FedNets

A novel federated deep ensemble
FedNets learning approach to tackle the
statistical heterogeneity and the
privacy challenges in federated
learning.

MicroNets

@ MicroNets

A multi-phase pruning framework to
provide robust ML solutions on
edge devices. It provides light
weight deep learning ensembles to
boost the performance on AloT
devices.

© Ensyth

a deep learning ensemble approach
to enhance the predictability of
compact neural network models.

FIGURE 1.1: Onion-like Layered Model Illustrating the Three
Novel Techniques Proposed in this Thesis
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1.6 Publications

Our research efforts towards this thesis have resulted in the following publi-
cations:

e B. Alhalabi, M. M. Gaber and S. Basurra, "EnSyth: A Pruning Approach
to Synthesis of Deep Learning Ensembles," 2019 IEEE International Con-
ference on Systems, Man and Cybernetics (SMC), Bari, Italy, 2019, pp.
3466-3473, doi: 10.1109/SMC.2019.8913944.

e Besher Alhalabi, Mohamed Medhat Gaber, Shadi Basura, "MicroNets:
A multi-phase pruning pipeline to deep ensemble learning in IoT de-
vices", Computers and Electrical Engineering, Volume 96, Part B, 2021,
107581, ISSN 0045-7906, https:/ /doi.org/10.1016/j.compeleceng.2021.107581.

e B. Alhalabi, S. Basurra and M. M. Gaber, "FedNets: Federated Learning
on Edge Devices Using Ensembles of Pruned Deep Neural Networks,"
in IEEE Access, vol. 11, pp. 30726-30738, 2023, doi: 10.1109/ACCESS.2023.3261266.

1.7 Thesis Overview

The remainder of this thesis is organised as follows:

Chatper 2 [2] provides a thorough and informative overview of Artificial
Intelligent Things (AloT). The chapter presents a detailed account of the var-
ious components involved in building AloT applications. Starting from the
topology of IoT devices and their applications, the chapter concludes with
an examination of the challenges associated with implementing AloT appli-
cations in the real world.

The chapter delves into the details of the various Al algorithms that can be
employed in constructing intelligent things. Specifically, the discussion cov-
ers supervised learning, which involves training a model on labelled data to
predict outcomes, unsupervised learning, which entails training a model on
unlabelled data to identify patterns and structures, deep learning, a subfield
of machine learning that employs neural networks to learn from data, and en-
semble learning, which amalgamates multiple models to improve accuracy.
Furthermore, the chapter examines federated learning, a distributed learning
approach that enables edge devices to collectively train a shared model with-
out revealing raw data. The challenges and opportunities associated with
each of these algorithms are discussed in detail, providing a comprehensive
understanding of their capabilities and limitations. Additionally, the chapter
identifies the main gaps in this field and presents the authors’ contributions
to addressing the identified gaps. The authors’ contribution comprises inno-
vative approaches that enhance the predictability and generalisation power
of deep neural networks in compressed models.

Chatper 3 [3], we unveil our first novel approach Ensyth, as our first con-
tribution towards the realisation of the second and fifth objectives that we
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have set forth in this thesis. Through the utilisation of deep ensemble learn-
ing, Ensyth offers superior predictability levels for pruned models while also
providing heightened generalisation capabilities for deep learning models
operating at the edge. In addition, this chapter provides the analysis of the
results obtained from subjecting our proposed approach to rigorous eval-
uations across various benchmarking datasets. These results provide com-
pelling evidence of the efficacy and versatility of Ensyth.

Chatper4 [4] introduces our second novel approach, MicroNets, which ad-
dresses the third and fifth objectives of this thesis. This chapter describes a
multiphase pruning pipeline that enables the deployment of resource-efficient
deep ensemble learning on constrained-resource devices. It also proposes a
novel clustering-based pruning method for deep-learning ensembles. The
chapter presents the mathematical formulation of the method and its detailed
analysis on popular benchmark datasets. The experiments are performed
on actual Raspberry Pi devices. The results demonstrate the effectiveness of
MicroNets in preserving the resources of the Pi devices. The analysis covers
various metrics such as accuracy, compression ratios, inference time, voltage,
load current and temperature.

Chapter 5 [5] presents the culmination of our efforts towards the fourth
and fifth objectives of the thesis. The novel approach, named FedNets, pre-
sented in this chapter is a trailblazing concept in federated learning. Unlike
conventional methods that involve sharing the model weights, our approach
facilitates the participating edge clients to share members of their hosted en-
sembles with a privacy-centric design. Notably, the proposed technique out-
performs state-of-the-art federated learning approaches, including FedAvg
and FedYogi. The chapter comprehensively explains the proposed algorithm,
along with all experimental details related to the chosen hardware, the num-
ber of participating clients in a federated learning round, and various metrics
against benchmarking federated datasets.

Chatper6 [6], we present a succinct summary of the extensive research that
has been meticulously presented in this thesis and elucidate upon the com-
pelling conclusions that can be drawn. Furthermore, we shall contemplate
and expound upon potential avenues for future research, which may serve
to deepen our understanding of the subject matter at hand and contribute to
the broader academic discourse.
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Chapter 2

Artificial Intelligence of Things: A
Comprehensive Review

2.1 Introduction

This chapter has been meticulously organised to provide readers with a com-
prehensive overview of the emerging field of AloT systems. In Section 2.2,
the fundamental concepts of AloT systems are explored in detail, including
the architecture of IoT systems and basic AI models, with a particular em-
phasis on deep learning (DL) models and federated learning (FL).

Building upon this foundation, Section 2.3 delves deeper into the advan-
tages of combining Al and the IoT. It provides a practical example of an AloT
system that illustrates how Al and machine learning (ML) can be brought to
the edge of the network to improve performance and reduce latency through
a comprehensive review of acceleration techniques.

Section 2.4 shifts the focus to real-world applications of AloT systems by
providing concrete examples of how AloT systems are being utilised in var-
ious domains, such as healthcare, agriculture, and manufacturing. These ex-
amples provide a glimpse into the potential impact of AloT on society and
the economy, underscoring the significant role this technology is set to play
in shaping the future.

Finally, Section 2.5 highlights the main gaps in the AloT field and intro-
duces the main contribution of the thesis in addressing these gaps. Overall,
this chapter provides a comprehensive and in-depth overview of the AloT
field, covering fundamental concepts, practical applications, and challenges
and opportunities associated with constructing AloT systems. As such, it is
an essential resource for readers seeking to gain a thorough understanding
of this rapidly evolving field.

2.2 Fundamentals of Artificial Intelligence of Things

This section offers a comprehensive overview of the fundamental concepts
that underpin AloT systems, with a specific focus on the architecture of IoT
devices and the basics of Artificial Intelligence. Firstly, we provide a concise
review of the general architecture of IoT devices before delving into the in-
tricacies of Al In doing so, we place a particular emphasis on several crucial
concepts in supervised learning, including neural networks, unsupervised
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learning such as clustering, and ensemble learning. Furthermore, we explore
the practicalities of running deep learning models on AloT devices.
Subsequently, we move on to expound upon federated learning, a cutting-
edge approach to machine learning that is of significant relevance to AloT
systems. We discuss the most popular and advanced state-of-the-art feder-
ated learning strategies, analysing specific challenges posed by AloT devices.

2.2.1 Internet of Things: Main architecture

The Internet of Things (IoT) is a technology that facilitates comprehensive
perception and universal connectivity by leveraging sensors, wired and wire-
less networks, and cloud computing. Numerous published studies describe
various IoT architectures [Jabraeil Jamali et al., 2020],[Mocnej et al., 2018],[Ray,
2018],[Al-Fuqgaha et al., 2015]. However, to enable the connection of billions
or trillions of diverse objects via the internet, flexible and adaptable layered
architecture is required. The three-layer and five-layer architectures are the
most commonly used in business, industrial research, and applications [Al-
Qaseemi et al., 2016]. In the upcoming paragraph, we will briefly explain the
IoT three-layers architecture.

As the name suggests, the three-layer architecture consists of three layers:
the perception layer, the network layer, and the application layer. Figure 2.1
depicts a typical IoT architecture with three layers.

~
&} =
0O “O

Smart Cities Wearable Devices Smart Transportation

Network Layer =
'

Wired Networks Wireless Networks

Perception Layer o
RFID )

RFID Sensors Security Cameras

Application Layer

FIGURE 2.1: The three-layered architecture of IoT.

* Perception Layer: The perception layer is the bottommost layer in the
IoT architecture, also known as the objects/devices layer. This layer
comprises the physical devices that collect data from the environment
using various perception tools, including sensors, motors and actuators
and transmitters (such as temperature and humidity sensors, voltage
transducers, etc.), RFID tag/EPC code scanners, webcams/microphones,
and human body infrared sensors [Ray, 2018].

After collecting information, the perception layer performs the initial
processing and packaging of the data and then sends it to the applica-
tion layer. Additionally, it receives control information from the net-
work layer, which it uses to carry out the necessary control operations
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[Zhong, Zhu, and Huang, 2017]. However, the perception layer is a
prime target for attackers looking to exploit it, often by attacking sen-
sors and other perception tools. Several common security threats re-
lated to the perception layer include:

1. Eavesdropping: This attack involves intercepting real-time trans-
missions, such as phone calls, text messages, and video streaming,
to gain unauthorized access to private communications [Burhan et
al., 2018].

2. Timing Attack: Attackers use this method in systems with lim-
ited computational power to identify weaknesses and uncover se-
crets by measuring the system’s response time to various queries
[Brumley and Boneh, 2005].

3. Replay Attack: This attack occurs when an intruder intercepts a
conversation between a sender and receiver and uses the authen-
tic information obtained to impersonate the sender. The intruder
sends the same authenticated information to the victim, present-
ing proof of their identity, leading the victim to believe it’s a valid
request. As the message is in encrypted form, the receiver may
unknowingly take the desired action of the intruder [Puthal et al.,
2016].

¢ The Network Layer: Also known as the Transmission Layer, serves as
a vital link between the Data Link Layer and the Application Layer,
responsible for routing and forwarding data between them [Mrabet et
al., 2020]. It also facilitates the connection of smart devices, networking
equipment, and networks, making it an attractive target for attackers.
Several security threats associated with the network layer are worth
noting:

1. Denial of Service (DoS) Attack: This is an attempt to prevent legiti-
mate users from accessing devices or network resources by flood-
ing them with excessive traffic. The attacker floods the targeted
devices or resources with superfluous requests, making it chal-
lenging or impossible for genuine users to utilize them [Prabhakar,
2017].

2. Man-in-The-Middle (MiTM) Attack: A type of cyberattack where an
attacker secretly intercepts and modifies communication between
a sender and receiver who believe they are communicating di-
rectly with each other. The attacker gains control over the commu-
nication, allowing them to alter messages as they wish. This poses
a significant threat to online security, as it gives the attacker the
ability to capture and manipulate information in real time [Conti,
Dragoni, and Lesyk, 2016].

* Application Layer: The Application Layer is a crucial component of the
IoT architecture that defines all the applications that employ the IoT
technology or in which IoT has been deployed. These applications can
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range from smart homes and smart cities to smart health, among oth-
ers. It also serves as the control and decision-making layer, and it han-
dles a vast amount of data and leverages it to perform a diverse range
of tasks, including industrial control and health monitoring [Navani,
Jain, and Nehra, 2017]. However, the Application Layer is vulnerable
to several security threats and issues that can compromise the integrity,
confidentiality, and availability of data. Notably, malicious code attacks
pose a significant threat to the Application Layer. This type of cyber at-
tack uses code or software to cause harm or unauthorised access to a
computer system or network. Malware, such as viruses, worms, Tro-
jans, and ransomware, are common forms of malicious code or soft-
ware that can be used in such attacks [Deogirikar and Vidhate, 2017].
These attacks are difficult to detect and remove, and standard anti-virus
tools may not be adequate to prevent or control them. Additionally,
cross-site scripting is another type of attack that can impact the Appli-
cation Layer. In this attack, the attacker injects client-side scripts, such
as JavaScript, into a popular website that others view. This enables the
attacker to modify the website’s content for their purposes and use le-
gitimate information for illicit activities [Gupta and Gupta, 2017].

2.2.2 Fundamentals of Artificial Intelligence

Artificial Intelligence (Al) refers to the development of algorithms and com-
puter programs that mimic human intelligence, including the ability to think
and learn. The technology has witnessed remarkable growth in recent years
and has been implemented across various applications, ranging from self-
driving cars to virtual assistants like Siri and Alexa and ending with IoT de-
vices.

Machine Learning (ML), a subset of Al, is the most widely used method
for systems to learn automatically from data, identify patterns, and make de-
cisions without human intervention. ML algorithms can be classified into
three main categories: supervised learning algorithms, unsupervised learn-
ing algorithms, and reinforcement learning. Supervised learning involves
the use of labeled data to train models, while unsupervised learning involves
training models using unlabeled data. Reinforcement learning involves train-
ing agents to interact with their environment to maximize rewards.

In this section, we focus on the most popular algorithms in supervised
and unsupervised learning, including linear regression, logistic regression,
decision trees, random forests, k-means clustering, and principal component
analysis. We will also discuss various methods of ensemble learning, which
aim to combine the predictions of multiple models to improve accuracy and
robustness.

Supervised Learning

Supervised learning is a fundamental category of machine learning that is
widely used in various applications, including image classification, speech
recognition, natural language processing, and many more [Jiang, Gradus,
and Rosellini, 2020]. It involves training a model to predict an output based
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on a given input using a labelled dataset, where the output is the correct label
for the input. The learning algorithm generates a function that can predict the
output based on the input data [Singh, Thakur, and Sharma, 2016].

The process of building a supervised learning model consists of two key
steps: training and testing. In the training phase, the model is fed with la-
belled training data, which comprises input samples and their corresponding
labels. The learning algorithm then uses these examples to learn the patterns
in the data and build a predictive model. In the testing phase, the model
is applied to new and unseen data, and the algorithm leverages the learned
patterns to make predictions about the output of the input data [Southwest
Jiaotong University, China et al., 2015]. The learning process is explained in
Figure 2.2:

Testing Data

- Machine Learning L
Training Data Model IZ\,> Classification Rules

¥

Predicted
Classification

FIGURE 2.2: The classification Architecture.

In supervised learning, the classification model takes input data, repre-
sented as X, and attempts to predict the output Y using the learned parame-
ters denoted as {. The process begins with initialising the parameters, , and
then repeatedly updates the parameters through computing the gradient of
the loss function with respect to the parameters and moving in the opposite
direction of the gradient. This iterative process continues until either con-
vergence is reached or a stopping criterion is met [Goodfellow, Bengio, and
Courville, 2016].

Algorithm 1 presents the pseudo-code of the supervised learning algo-
rithm. Specifically, the algorithm defines the steps required to train a super-
vised learning model, starting from initialising the parameters, computing
the loss function, and then updating the parameters using backpropagation.
At each iteration, the algorithm adjusts the parameters based on the gradient
of the loss function, moving them in the opposite direction until convergence
is reached.
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Algorithm 1 Supervised Learning Algorithm

Given: Training set (X,Y) = {(x1,y1), (x2,Y2), ..., (X, Yn) }
Initialise the model parameters, 6
Repeat until convergence:
fori=1tondo
Compute the predicted output, i = f(x;,0).
Compute the loss function, J(6) = L(y;, y)
Compute the coefficient a; = 11n( 1;“)
Compute the gradients, V] (0)
Update the parameters, 6 = 6 — aVy](6)
end for
Return the learned parameters, 0

where :

* X is the input data.

e x; is the i input sample.

* Y is the target output.

* y;is the i output sample.

* is the model parameter.

e f(x,0) is the model function.
* L(y;, 1) is the loss function.

* VyJ(0) is the gradient of the loss function with respect to the parame-
ters.

* « is the learning rate.
* 1 is the number of training samples.

Supervised learning can be categorised into two types based on the type of
output Y: classification and regression. In classification, the target output
consists of a fixed range of categorical values. On the other hand, regression
deals with continuous output values. The choice of supervised learning type
depends on the nature of the problem being addressed and the desired out-
come. Once the model has been trained, its accuracy needs to be evaluated.

The outcomes of Y are called predictions, and these predictions are com-
pared to the true labels of the test data to assess the accuracy of the model.
Evaluating supervised machine learning models is a crucial step in the devel-
opment process, as it allows for the determination of the model’s ability to
make accurate predictions on new and unseen data. Therefore, selecting an
appropriate evaluation technique is important for ensuring the accuracy of
the model’s predictions. There are several common techniques for evaluating
supervised machine learning models, including:
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1. Confusion matrix: A confusion matrix is a valuable tool in evaluat-
ing the performance of a classification algorithm. It provides a concise
summary of the number of correct and incorrect predictions made by
the classifier. It presents the predicted values of the model against the
true values, providing insight into how the model is performing. The
detailed definition of the confusion matrix, including its components
such as true positive, false positive, true negative, and false negative,
can be found in Table 2.1:

Actual 1 | Actual 0
Predicted 1 TP FP
Predicted 0 FN TN

TABLE 2.1: Confusion Matrix

where:

* TP (True Positive) is the number of instances that were correctly
classified as positive.

* TN (True Negative) is the number of instances that were correctly
classified as negative.

» FP (False Positive) is the number of instances that were incorrectly
classified as positive.

e EN (False Negative) is the number of instances that were incor-
rectly classified as negative.

2. Metrics: Evaluating the performance of a supervised machine learn-
ing model requires the use of various metrics, such as accuracy, preci-
sion, recall, F1-score, ROC-AUC, log loss, and others [Powers, 2020],
[Fawcett, 2006]. The selection of the right metric for a given problem
depends on the nature of the data and the desired outcome. For in-
stance, accuracy can be an effective measure for evaluating balanced
datasets, but it may not be suitable for imbalanced ones. In Table 2.2,
we provide a list of the most widely used evaluation metrics to help
researchers choose the best metrics for their particular applications.

3. Train-test split: One of the simplest ways to evaluate a supervised ma-
chine learning model is to split the available data into two disjoint sub-
sets: a training set and a test set. The model is then trained on the train-
ing set and its performance is evaluated on the test set. This approach
provides an estimate of how well the model is able to generalize to un-
seen data. It is important to ensure that the distribution of the data is
similar between the two subsets. Otherwise, the model may overfit to
the training set and perform poorly on the test set. The train-test split
is a widely used technique for evaluating supervised machine learning
models [Sammut and Webb, 2010].
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Metrics name Definition Formula
Accuracy Accuracy is a common metrics used in | Accuracy
TP+TN

machine learning to evaluate the per- | 51 ey
formance of a classifier. It measures
the fraction of instances that were cor-
rectly classified by the classifier.

Precision It measures the fraction of positive in- | Precision = TPT—EFP
stances that were correctly classified
by the classifier.

Recall measures the fraction of positive in- | Recall = TPZ—Z}N

stances that were correctly classified
by the classifier out of all positive in-
stances.

TABLE 2.2: Classification Matrices

4. Cross-validation: Another method of evaluating a model’s performance
is cross-validation. Cross-validation techniques, such as k-fold cross-
validation [Hastie, Friedman, and Tibshirani, 2001], are widely used for
this purpose. This technique involves dividing the data into k subsets

and generating k pairs of (train, test) datasets, denoted as D rain j) and D test )

where j = 1to k. [Berrar, 2018]. The model is trained on each of the
k — 1 training sets and evaluated on the corresponding test set. This re-
sults in a more comprehensive evaluation of the model’s abilities since
it is tested on different subsets of the data. Cross-validation also helps
in reducing overfitting and can be used to tune hyperparameters.

Neural Networks Artificial Neural Networks (ANNSs) are an essential ma-
chine learning model that is inspired by the complexity and adaptability of
the human brain. The architecture of ANNSs consists of interconnected lay-
ers of "neurons," which are capable of processing and transmitting complex
information. Each neuron within the network receives input signals, per-
forms a series of computations on that input, and produces an output signal
that is transmitted to other neurons within the network. These computations
are made possible through the use of various activation functions, which
can introduce non-linearities into the network’s computation and enable it
to model complex phenomena [Goodfellow, Bengio, and Courville, 2016].
The use of ANNSs is growing at an unprecedented rate in numerous fields
to address various human needs. ANNs have been shown to be highly ef-
fective in a range of applications, including image recognition, natural lan-
guage processing, speech recognition, and many others. These models can
also be deployed for a variety of tasks, including prediction, classification,
regression, and more. [Krizhevsky, Sutskever, and Hinton, 2012], [Collobert
et al.,, 2011], [Fridman et al., 2017]. In recent years, there has been a sig-
nificant interest in the use of ANNSs for operation research in the economic
sector. Businesses are investing in ANNSs to enhance their operational ef-
ficiency, reduce costs, and increase profitability. For instance, ANNs have
been employed to forecast financial time series, including stock prices and
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currency exchange rates, with impressive accuracy [Boyacioglu, Kara, and
Baykan, 2009]. Moreover, ANNs have been used in credit risk analysis, fraud
detection, and customer segmentation, among other applications [Dharwad-
kar and Patil, 2018], [Berrada, Barramou, and Alami, 2022]. These advances
demonstrate the potential of ANNSs to revolutionize the way businesses op-
erate, enabling them to gain a competitive edge in a highly dynamic and
complex environment.

A neural network can be represented as a directed acyclic graph, where
the neurons are represented by nodes and the edges represent the flow of
information. The edges have weights associated with them, which repre-
sent the strength of the connection between neurons [Li et al., 2021a]. The
fundamental building block of a neural network is the artificial neuron or
perceptron [Block, 1962]. A perceptron takes multiple inputs, performs a
weighted sum of the inputs, and then applies an activation function to the
sum to produce the output. The inputs to a perceptron are usually denoted
by x1, x2, ..., X, the weights by w1, w», ..., wy,, and the bias by b. The weighted
sum of the inputs plus the bias is denoted by z = wyx1 + waxy + ... + wyx, +
b. The activation function f is applied element-wise to the weighted sum z
to produce the output y of the perceptron. Mathematically, a perceptron can
be represented as:

y = f(wixy +waxa + -+ + WuXn +b) 2.1)
Also Figure 2.3 shows the model of an artificial neuron.
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FIGURE 2.3: The Model of an artificial neuron.

The most common activation functions used in ANNs are Sigmoid, ReLU,
Tanh, and softmax [Sharma, Sharma, and Athaiya, 2020]. In the next section,
I will briefly explain each function and its use cases.

a) Sigmoid Activation Function: The sigmoid function is the most com-
monly used activation function because it is a non-linear function. It is often
used in a binary classification problem, where the output should be between
zero and one, representing the probability of the input belonging to a certain
class [Costarelli and Spigler, 2013]. Mathematically, the Sigmoid function is
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represented as:

flx) = o

However, it’s worth noting that the use of the Sigmoid function has been re-
placed by other functions like ReLU, Tanh, and others in many deep learning
architectures, due to the vanishing gradient problem it can cause for deep
networks [Roodschild, Gotay Sardifias, and Will, 2020]. B) ReLU Activation
Function: ReLu stands for Rectified Linear unit and is a non-linear activa-
tion function that is commonly used in the neural network. ReLU activation
function is defined as [Costarelli and Spigler, 2013]:

(2.2)

f(x) = max(0,x) (2.3)

The function returns zero for any input x less than 0 and returns x for any
input x greater than or equal to 0. This means that for any negative input,
the output is always 0, and for any positive input, the output is equal to the
input. One of the main benefits of the ReLU function is that it helps to al-
leviate the vanishing gradient problem that can occur with other activation
functions like the Sigmoid function, as mentioned earlier. This is because the
derivative of the ReLU function is either zero or one, making it computation-
ally efficient and easy to train. However, the standard ReLU activation func-
tion presents the potential drawbacks of causing a neural network to explode
[Si, Harris, and Yfantis, 2018]. When a neural network experiences explod-
ing gradients, it becomes challenging to optimize the model effectively. The
weights may be updated with extremely large values, causing the network to
become unstable and produce unreliable predictions [Pascanu, Mikolov, and
Bengio, 2013]. ¢) Tanh Activation Function: The hyperbolic tangent (Tanh)
activation function is another commonly used activation function in artifi-
cial neural networks [Sharma, Sharma, and Athaiya, 2020]. The formula is
defined as:

e¥ —e ¥

f) == (2.4)
This function maps the input values to a range between -1 and 1. It has
a similar range as the Sigmoid but its output is symmetric around the ori-
gin. This makes the optimisation of the model easier as the gradient is more
consistent [Evans and Raslan, 2005]. The Tanh activation function is often
used in the hidden layers of a neural network and it’s a good choice when
the input is zero-centred. However, it can also suffer from the vanishing
gradients problem when the inputs are too high or too low, similar to the
sigmoid. d) Softmax Activation Function: The function is often used in the
output layer of a neural network that is performing multi-class classification
[Sharma, Sharma, and Athaiya, 2020]. The mathematical representation of
the function is defined as:

eti

f(xi) = yn (25)

e
Zj:1 e’

The softmax function maps the input values to a probability distribution over
the possible classes. It is a generalisation of the sigmoid function, as it’s used
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FIGURE 2.4: Architecture of a multilayer perceptron neural net-
work.

for multi-class classification problems. The output of the softmax function for
all the classes will be between zero and one, and the sum of the outputs will
be equal to one. This makes it easy to interpret the output as the probability
of the input belonging to each class. However, in [Yang et al., 2018c], the
authors discovered that the softmax function could limit the representational
capacity of language modelling.

While a single neuron can perform certain fundamental information pro-
cessing operations, the true strength of neural computation lies in the inter-
connectedness of neurons in a network. A neural network is a collection of
perceptrons organised into layers. The simplest neural network is a single-
layer perceptron, which is only capable of solving linearly separable prob-
lems. To solve problems that are not linearly separable, we need to use a
multi-layer perceptron (MLP) [Taud and Mas, 2018].

An MLP is a feedforward neural network that consists of an input layer,
one or more hidden layers, and an output layer. The input layer receives the
input data and the output layer produces the predictions. The hidden layers
are used to extract features from the input data and to increase the capacity
of the network to represent complex functions [Taud and Mas, 2018]; the
architecture of a multilayer perceptron neural network is shown in Figure 2.3.
The process of training a feed-forward neural network or MLP involves two
main steps: 1)- Forward Propagation: where input data is passed through the
layers of a network, and the output of each layer is used as the input for the
next layer, until the final output is produced [Maldonado and Manry, 2002].
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This can be represented mathematically as:

. n . . .
aé = f(k21 wglkai ! + bf) (2.6)

where:

. a{ is the activation (output) of the i" neuron in the j layer;

. w] is the weight of the connection between the k' neuron in the (j —
1,k g ]
1) layer and the i" neuron in the j" layer;

. b{ is the bias of the i-th neuron in the j-th layer and
e fis the activation function applied element-wise to the weighted sum.

2- Backpropagation) This step involves adjusting the weights and biases to
minimise the error between the network’s predictions and the true values
[Johansson, Dowla, and Goodman, 1991]. This is typically done using an
optimisation algorithm such as stochastic gradient descent (SGD) [Ketkar,
2017]. The backpropagation algorithm starts with a random initialisation of
the weights and biases, and then iteratively updates the weights and biases
in the direction of the negative gradient of the error function with respect to
the weights and biases [Amari, 1993]. The error function is usually chosen
to be a measure of the difference between the network’s predictions and the
true values, such as mean squared error (MSE) or cross-entropy loss. The
weight update rule can be represented as:

oE
wh o=t —

ij= (2.7)

ij awi,j
where:
e ! is the weight of the connection between the i neuron in the input

i,j
layer and the j neuron in the output layer at time step ;

. wfj_l is the weight of the connection between the it" neuron in the input

layer and the j" neuron in the output layer at time step t — 1;
* « is the learning rate

¢ F is the error function

Deep Learning Deep neural networks (DNNs) are a type of artificial neu-
ral network that is composed of multiple layers. Instead of having a hidden
layer, a typical deep neural network could have multiple hidden layers and
an output layer. The network’s architecture is shown in Figure 2.5. The lay-
ers of a DNN can consist of various types of artificial neurons, such as fully
connected neurons, convolutional neurons, or recurrent neurons.
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FIGURE 2.5: Architecture of deep neural network

Convolutional Neural Networks Convolutional Neural Networks (CNN’s)
have emerged as powerful deep learning models for various computer vision
tasks. In this section, we provide an introduction to CNNs, discuss their
layers and mathematical formulas, explore their applications in the Internet
of Things (IoT), and analyse the advantages and disadvantages of IoT.

Definitions of CNNs Convolutional Neural Networks are a type of neu-
ral network specifically designed to process grid-like data, such as images.
They are composed of multiple layers, each performing specific operations
on the input data. CNNs have been widely successful in image classification,
object detection, and other computer vision tasks due to their ability to au-
tomatically learn hierarchical representations from raw pixel values [Lecun
et al., 1998], [Krizhevsky, Sutskever, and Hinton, 2012]

Layers of CNNs CNNs typically consist of several layers, including con-
volutional layers, pooling layers, and fully connected layers. Each layer
serves a specific purpose in feature extraction and classification.

¢ Convolutional Layers: Convolutional layers apply a set of learnable
filters (kernels) to the input image, convolving them over the image
spatially. The filters capture local spatial patterns and generate feature
maps, preserving the spatial relationships. The convolution operation
can be defined as:

M N
Output feature map[i,j] = ) ) Input feature map[i + m, j + n] x Kernel[m, n]

m=1n=1



24  Chapter 2. Artificial Intelligence of Things: A Comprehensive Review

where M and N are the dimensions of the kernel, and i and j represent
the spatial position in the output feature map [Krizhevsky, Sutskever,
and Hinton, 2012].

* Pooling Layers: Pooling layers downsample the feature maps gener-
ated by the convolutional layers, reducing their spatial dimensions.
Common pooling operations include max pooling and average pool-
ing, which extract the most important features while reducing compu-
tational complexity.

¢ Fully Connected Layers: Fully connected layers take the flattened fea-
ture maps from the previous layers and connect them to the output
layer for classification or regression. These layers learn high-level rep-
resentations and capture global context

The mathematical formulas involved in CNNs include convolution op-
erations, activation functions (e.g., ReLU), pooling operations, and matrix
multiplications. These formulas define the forward pass and backward pass
computations that enable the network to learn and update its parameters
during training [Goodfellow, Bengio, and Courville, 2016].

Applications of CNNs in IoT CNNs have found numerous applica-
tions in the Internet of Things (IoT), leveraging their ability to process visual
data and extract meaningful information. Some comprehensive applications
include: Smart Surveillance Systems: CNNs can analyse video feeds from
surveillance cameras in real-time, detecting and classifying objects, tracking
movements, and identifying anomalies [Cheng et al., 2017].

Environmental Monitoring: CNNs can analyze images from IoT devices
such as drones or sensors to detect pollution, monitor wildlife, or identify
environmental changes [Leong et al., 2020].

Healthcare and Telemedicine: CNNs can aid in medical diagnosis by
analysing medical images such as X-rays, CT scans, or histopathology slides,
assisting in disease detection and treatment planning [Litjens et al., 2017].

Smart Home Devices: CNNs can enable smart home devices to under-
stand and respond to visual cues, such as facial recognition for personalised
settings or object recognition for security purposes [Yu, Antonio, and Villalba-
Mora, 2022].

Unsupervised Learning

Unsupervised learning investigates how systems can learn to categorise in-
put patterns based on the statistical relationships among the patterns in the
entire dataset [Hastie, Friedman, and Tibshirani, 2001]. In comparison to
supervised and reinforcement learning, unsupervised learning lacks specific
target outputs or evaluations for each input. Instead, the unsupervised learn-
ing process utilises preconceived biases to decide what aspects of the input’s
structure should be represented in the output [Ghahramani, 2004]. There
are different unsupervised machine learning algorithms such as Association
rule learning algorithms [Kumbhare and Chobe, 2014], Anomaly detection
algorithms [Chandola, Banerjee, and Kumar, 2009] [Agrawal and Agrawal,
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2015], Dimensionality reduction algorithms [Huang, Wu, and Ye, 2019] [Sar-
veniazi, 2014], and Clustering algorithms [Xu and Tian, 2015] [Rokach, 2010]
[Ezugwu et al., 2022]. In the next section, I will explain K-means as an exam-
ple of unsupervised learning algorithms as it’s highly related to my contri-
butions.

K-means: K-means is a type of unsupervised learning algorithm that is
used for cluster analysis in data mining [Ahmed, Seraj, and Islam, 2020].
The goal of K-means is to partition a set of data points into k clusters, where
each data point belongs to the cluster with the nearest mean. The number
of clusters, k, is defined by the user [Ahmed, Seraj, and Islam, 2020]. The
algorithm works by first randomly initialising k cluster centres, and then it
proceeds iteratively. Algorithm .2 illustrates the main steps of the K-means
algorithm.

Algorithm 2 K-Means Algorithm

1: Requires a dataset X with n samples and m features, number of clusters
k, maximum number of iterations max_iter.

2: Initialise the centroids ¢y, ¢y, ..., ¢y randomly from the dataset X.

3: fori = 1 to max_iter do

4:  Assign each sample in X to the closest centroid.

5.  Recalculate the centroids as the mean of the samples assigned to each
cluster.

6:  if The centroids do not change then

7: break

8: endif

9: end for

10: update the final clusters and centroids.

The K-means algorithm aims to minimise an objective function known as
the squared error function, also known as the within-cluster sum of squares.

The objective function is given by the following equation [Mahdavinejad et
al., 2018]:

N K
Jm ) = 3. 3 ke |an — e (2.8)
n=1k=1

Where: 7, is the binary indicator variable as explained previously; muy is
the k™ cluster centroid; x,, is the nth data point. The objective function J (7, )
measures the sum of the squared distances between each data point x, and
its closest cluster centroid muy. The algorithm iteratively updates the cluster
centroids and the assignment of data points to clusters in order to minimize
the objective function J(7t, ). In short, the k-means algorithm aims to min-
imise the within-cluster sum of squares by iteratively updating the cluster
centroids and the assignment of data points to clusters.

Ensemble Learning

Ensemble learning is a method that combines multiple base learners, also
known as inducers, to make a decision. These techniques are widely used
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in supervised machine learning, where the objective is to develop a model
that can predict the output based on a set of labelled examples [Zhou, 2021].
The key concept of ensemble learning is that multiple models are combined
together to form a more robust and accurate overall prediction. By leverag-
ing the strengths of multiple models, the errors of one model can be offset
by the others, resulting in improved performance compared to using a single
model alone [Sagi and Rokach, 2018]. This technique could be used in the
Artificial Intelligence of Things (AloT) to improve the performance of ma-
chine learning models [Alhalabi, Gaber, and Basura, 2021]. For example, an
ensemble of models could be used to classify sensor data from IoT devices
in order to detect anomalies or make predictions about future events. This
can help to improve the reliability and accuracy of AloT systems [Tsogbaatar
et al., 2021]. There are several ensemble learning methods will be explained
in the following.

* Bagging (Bootstrap Aggregating): Bagging is an ensemble learning
method that aims to improve the accuracy and robustness of a single
model by training multiple models on different subsets of the data and
then averaging their predictions. This technique samples the data ran-
domly (with replacement), and then trains a separate model on each
sample. By training multiple models on different subsets of the data,
the final predictions will be more robust and less sensitive to the specific
training data [Kadiyala and Kumar, 2018]. An important aspect of bag-
ging is that each model is trained independently of the others, which
means that the models can be trained in parallel to improve computa-
tional efficiency. The bagging could mathematically be represented as
[Sagi and Rokach, 2018]:

Let f1(x), f2(x),- -, fn(x) be the base learners or inducers trained on
different subsets of the training data, and let x be the input feature vec-
tor for which we want to make a prediction. The final prediction made
by the ensemble is given by:

y = % ) fi(x) (29)

i=1

where y is the final prediction, n is the number of base-learners, f;(x) is
the prediction of the ith base-learner, and x is the input feature vector.

It is worth mentioning that the formula in Formula 2.9 works on re-
gression only. For the classification task, the final prediction is usually
made by voting, where each base learner votes for a class:

n

= argmax, Z (2.10)

where vy is the final prediction, c is the class, n is the number of base-
learners. Bagging can be applied to many different types of models,
such as decision trees, neural networks, and support vector machines.
An example of an ensemble learning algorithm that uses bagging is
Random Forest. Random Forest is an extension of decision trees that
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creates multiple decision trees by bagging and then averaging their pre-
dictions [Kadiyala and Kumar, 2018]. However, like any other method,
Bagging also has its own set of disadvantages [Biithlmann, 2012], which
includes: 1-) it can increase the variance of the final model;2-) Bagging
can be computationally expensive, especially when the training dataset
is large or when the base-learner is computationally intensive.

* Boosting Boosting is an ensemble learning method that aims to im-
prove the accuracy of a single model by training multiple models in se-
quence, each model attempting to correct the mistakes of the previous
model. The basic idea behind boosting is to iteratively train weak mod-
els and combine them to create a strong model. Each weak model is
trained on the same dataset, but with different weights assigned to the
data points. Data points that are misclassified by the previous model
are given higher weights so that the next model will focus more on
these points [Sagi and Rokach, 2018].

The final prediction is made by combining the predictions of all the
weak models through a weighted majority vote. The weights assigned
to each model are based on their accuracy, with more accurate models
given higher weights [Ferreira and Figueiredo, 2012]. Boosting can be
applied to many different types of models, such as decision trees, neu-
ral networks, and support vector machines. Some popular examples
of ensemble learning algorithms that use boosting are AdaBoost and
Gradient Boosting; AdaBoost is a boosting algorithm for binary classi-
tication problems, while Gradient Boosting is a more general boosting
algorithm that can be used for both regression and classification prob-
lems.

— Adaboost: This algorithm works by repeatedly training the weak
models on subsets of the data, where the subsets are chosen in
such a way that the misclassifications of the previous weak mod-
els are given more weight. This results in the final ensemble model
having higher accuracy than any of the individual weak models
[Freund and Schapire, 1997]. AdaBoost is often used in the field of
computer vision and image processing. The pseudo-code of Ad-
aboost algorithm is shown in Algorithm 3.



28

Chapter 2. Artificial Intelligence of Things: A Comprehensive Review

Algorithm 3 Adaboost Algorithm

Update the sample weights: w; = w; x e~ **Yi

Initialise:
w; = 5 forall i, where N is the number of samples.
fort=1toT do

Train a weak classifier /1(x) using the current sample weights.

N
Compute the weighted error rate e, = 3 w;I(y; # hi(x;))

i=1

Compute the coefficient a; = 31 n(i=a)

€t
*ht(x,‘)

Wi

Normalize the sample weights: w; = -

wi

Iz

1

end for
The final classifier is:

() = sign( & aohy(x)

Although Adaboost could provide a remarkable boost in accuracy [Cao
et al., 2013], it has several limitations, such as: 1)- AdaBoost is compu-
tationally expensive as it requires training multiple weak models. This
can be time-consuming, especially for large datasets;2)- Adaboost is un-
suitable for real-time prediction because of it’s sequential nature;3)- Ad-
aboost is limited to classification problems and can’t be used in the re-
gression as the goal here would be to predict a continuous value rather
than a class label. AdaBoost’s approach of adjusting the weights of the
training examples based on the misclassifications of the previous weak
models is not applicable in this context. Additionally, the weak models
used in AdaBoost are typically decision trees, which are not well-suited
for regression problems [Cao et al., 2013].

b) Gradient Boosting: this approach follows the same boosting con-
cept where each model tries to correct the mistakes of the previous
model. However, it uses a different mathematical formula to com-
pute the final prediction. This includes tuning a shrinkage parameter
to control the learning rate and prevent overfitting [Bentéjac, Csorgo,
and Martinez-Mufioz, 2021]. The mathematical formula to compute the
gradient boosting algorithm is given by:

Fu(x) = Fy_1(x) +argminc } i = 1"L(y;, Fy1(x;) +¢)  (2.11)

where F,,(x) is the final prediction of the m'™ iteration, F,,_1(x) is the
prediction of the previous iteration, L(y;, F,—1(x;) + c) is the loss func-
tion, ¢ is the parameters of the new tree and x, y are the input and out-
put variables respectively. XGBoost (eXtreme Gradient Boosting) is an
optimised version of Gradient Boosting. It is specifically designed for
decision tree base learners and uses a more regularized model formal-
isation to control over-fitting, which gives it better performance [Ben-
téjac, Csorgd, and Martinez-Muifioz, 2021]. The specific loss function
used in XGBoost is called the "gradient of the gradient" (or "hessian")
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and is represented mathematically as:

2 ~
oy}

Where L(y;, ;) represents the loss function, y; represents the true label
and 7J; represents the predicted label. In addition to this, XGBoost uses
a regularisation term called "L1" and "L2" [Moore and DeNero, 2011],
which is added to the above loss function to prevent overfitting; this
regularisation term can be represented as [Mienye and Sun, 2022]:

1, &

Q(f) =T + EA]; w; (2.13)
Where v and A are regularisation parameters, T is the number of trees
in the model, and wj is the score assigned to each leaf node.

¢ Stacking is a more complex ensemble learning method that involves
training multiple/different models, then using their predictions as in-
put to a final model. This type of ensemble learning is more powerful
than bagging and boosting, as it allows the different models to comple-
ment each other and make more accurate predictions [Sagi and Rokach,
2018]. Figure 2.6 illustrates the blueprint of any stacking model.

— Base Model2 —» >

Base Model3

FIGURE 2.6: The blueprint of stacking models.

Stacking works by training multiple base models on the same input
data, then using their predictions as input features for a higher-level
model called the meta-model. The meta-model is trained to make the
tinal prediction based on the input from the base models [Mienye and
Sun, 2022]. The generic stacking algorithm is explained in Algorithm 4.
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Algorithm 4 Generic Stacking Algorithm

Input: original dataset (X, y)

Output: trained meta-model

Split dataset into training and test sets (Xyyqin, Yirain, Xtest, Vtest)
Train multiple base models on X4, Virain

Use base models to make predictions on Xges;

Combine predictions to generate final predictions

Train meta-model on (predictions, yest)

Return trained meta-model

Stacked models are known for their high accuracy and have been suc-
cessful in various machine learning competitions [Ouyang et al., 2018],
[Deotte et al., 2021]. Additionally, they offer improved diversity by util-
ising various machine learning algorithms to train the base models. An
example of using stacked models would be to combine a factorisation
model such as matrix factorisation with tree-based models like decision
trees and random forests. This combination would provide a good di-
versity as the former is trained differently from the latter [Mienye and
Sun, 2022]. However, a major limitation of stacked models is that they
can be computationally expensive when working with large training
datasets, as the entire dataset is used to train each base classifier.

In summary, Ensemble learning is a machine learning technique that com-
bines multiple models to improve the overall performance of the system.
They work together to make a final prediction. There are various ensem-
ble learning techniques, such as bagging, boosting, and stacking. Bagging is
used to reduce the variance of a single model, while boosting is used to re-
duce the bias. Stacking is used to combine the predictions of multiple mod-
els. Ensemble learning is widely used in practice, as it has been shown to
improve the performance of many machine learning tasks.

Dynamic Ensemble of Deep Learning Approaches Following the discus-
sion on ensemble learning, it's imperative to delve into its advanced coun-
terpart: dynamic ensemble learning in the context of deep learning. This
technique has emerged as a pivotal advancement in machine learning, offer-
ing the potential to combine the strengths of multiple deep learning models
to achieve superior predictive performance. Over the past few years, several
groundbreaking studies have been conducted in this domain, shedding light
on its capabilities and applications. Dynamic ensemble of deep learning ap-
proaches is a new popular field of research that has the potential to improve
the performance of deep learning models. In this approach, multiple deep
learning models are trained on the same dataset and then combined to form
a single model. The combination of models can be done in a variety of ways,
such as averaging the predictions of the individual models [Zhang et al.,
2014], [Ganaie et al., 2022], [Simonyan and Zisserman, 2015], or using a vot-
ing scheme [Ko, Sabourin, and Britto, 2008], [Sammut and Webb, 2010]. The
advantage of dynamic ensemble of deep learning approaches is that they can
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be more robust to noise and outliers than single deep learning models. Ad-
ditionally, they can be more accurate than single deep learning models when
the data is limited. In the upcoming section ,we review different approaches
related to dynamic ensemble learning: In the realm of ensemble learning, the
term "base learners" is used to refer to individual neural networks (NNs).
These base learners are essentially standalone classifiers that undergo train-
ing and are then amalgamated to mitigate individual errors and enhance gen-
eralisation capabilities separately. Historically, attempts have been made to
create ensembles by merging NN, with a focus on either their accuracy or
diversity, as evidenced in previous research [Hansen and Salamon, 1990],
[Hashem, 1997], [Tang, Suganthan, and Yao, 2006]. It has been observed
that accurate and diverse NNs have the potential to form effective ensem-
bles that disperse errors across different regions of the input space [Brown
et al., 2005, [Zhang and Zhou, 2013]. In [Alam, Siddique, and Adeli, 2020]] a
new dynamic ensemble learning algorithm for designing neural network en-
sembles has been introduced. The proposed algorithm consists of two-step
process for creating an ensemble of neural networks. The first step involves
training two neural networks using different algorithms: Ash’s constructive
algorithm for dynamic node creation [Ash, 1989]] and Reed’s pruning algo-
rithm[Reed, 1993]. The second step involves creating separate training exam-
ples for each neural network and training them partially for a fixed number
of epochs.

In [Yin, Huang, and Hao, 2015] introduced a two-stage hierarchical ap-
proach to ensemble learning known as the dynamic ensemble of ensembles
(DE2). DE2 consists of component classifiers and interim ensembles, and the
final DE2 is obtained through weighted averaging. [Cruz et al., 2015] imple-
mented a two-phase dynamic ensemble selection (DES) framework. In the
tirst phase, DES extracts meta-features from the training data, while in the
second phase, DES employs a meta-classifier to evaluate the competence of
the base classifier before adding it to the ensemble. [Huanhuan Chen and
Xin Yao, 2009] work demonstrated that NCL treats the entire ensemble as
a single machine with the aim of minimising the mean square error (MSE)
and does not incorporate any form of regularisation during training. They
proposed a regularised NCL (RNCL) that includes a regularisation term for
the ensemble. This enables RNCL to decompose the training objectives into
sub-objectives, each of which is implemented by an individual neural net-
work. RNCL exhibits improved performance over NCL, even when dealing
with datasets containing higher levels of noise. [Conroy et al., 2016] proposes
a two-stage machine learning algorithm that can handle missing data with-
out the need for data imputation. The algorithm learns a dynamic classifier
ensemble from the incomplete dataset, with the goal of enhancing the accu-
racy of predictive models by incorporating sparsely measured features. The
tirst step of this algorithms involves calling AdaBoost, however one potential
limitation could be the reliance on a variant of AdaBoost for learning the low-
dimensional classifiers. AdaBoost is known to be sensitive to noisy data, and
if the missing data is imputed with noisy values, it could negatively impact
the performance of the algorithm.
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2.2.3 Graph Topology

As explained earlier, deep learning has revolutionised numerous fields, from
image recognition to natural language processing. However, when it comes
to structured data such as graphs, traditional deep learning methods fall
short. This is where graph theory, a branch of mathematics, comes into play,
providing the necessary tools and concepts to handle such data structures.

Graph Theory: Definitions and Mathematical Formulations Graph the-
ory studies the properties of graphs. A graph G is defined as a pair G :=
(V,E) comprising a set V of vertices or nodes together with a set E of edges
or arcs. Each edge is a 2-element subset of V1.

The degree of a vertex is the number of edges that connect to it. For an
undirected graph, the degree of a vertex v, denoted as deg(v), is the number
of edges incident with it. In a directed graph, we distinguish between the
in-degree deg™ (v) (number of incoming edges) and the out-degree deg™ (v)
(number of outgoing edges) [Barioli, Fallat, and Hogben, 2004].

A path in a graph is a sequence of vertices where each adjacent pair is
connected by an edge. The length of the path is defined by the number of
edges in the path[Barioli, Fallat, and Hogben, 2004].

Importance of Graph Theory in Deep Learning The rise of graph-structured
data such as social networks, regulatory networks, citation graphs, and func-
tional brain networks, in combination with the success of deep learning in
various applications, has brought interest in generalizing deep learning mod-
els to non-Euclidean domains|ref]. In this context, graph theory plays a cru-
cial role in developing new deep learning models that can handle such data.
For instance, Graph Convolutional Networks (GCNs) are a type of neural
network designed to work directly on graphs and leverage their structural
information[Levie et al., 2019].

2.24 Federated learning

Federated learning (FL) is becoming increasingly important in the field of
AloT applications. With the proliferation of connected devices in the IoT
ecosystem, federated learning offers a way to train AI models on data gener-
ated from these devices without compromising data privacy. This approach
allows for the creation of Al models that can improve the performance of IoT
applications, while still protecting the sensitive data generated by individual
devices. Additionally, federated learning can enable the creation of person-
alised AI models that can adapt to the specific needs of each user or device,
leading to more efficient and effective Al-based services. As such, the adop-
tion of federated learning is crucial to realising the full potential of AloT and
unlocking the benefits of intelligent, connected devices.

The objective of the federated learning algorithm is to train a unified
model using data gathered from multiple distributed devices. The algorithm
works under the limitations of resources available on each device, where the
model is trained locally and periodic updates of the intermediate model are
sent to the cloud (server) [Imteaj et al., 2023]. The primary aim is to minimise
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a loss function used for training, which can be represented by the following
equation [McMahan et al., 2017]: Overall, the goal of federated learning is to
optimise the following objective function:

K
min F(w) = ) _ prF(w) (2.14)
v k=1

where Fi(w) is the loss function on client C; with model parameters w, and
Pk is the probability of selecting client Cy in each round of training. The ob-
jective is to find the global model parameters w that minimise the overall loss
function F(w). Algorithm 5 explains the main federated learning algorithm
as explained in

Algorithm 5 Federated Learning

1: Initialize: wy
2: fort=1,2,...,T do
3:  (Ct < Randomly sample a subset of clients

4. fork € Ctdo

5: wk, t < ClientUpdate(wk, t — 1, Dk)
6: end for

7: wt%é—HZkEthk,t

8: end for

9:

10: return wr

In this algorithm, Ct represents the set of clients selected at iteration t, and
|Ct| is the number of clients in the set. The ClientUpdate function denotes
the local training step on client Cy, which updates the model parameters from
wk,t — 1 to wk, t. The final output of the algorithm is the global model pa-
rameters wr at the end of T iterations.

[McMahan et al., 2017] introduced the terminology of Federated Learning
(FL) along with an algorithm called Federated Averaging (FedAvg). FedAvg
comprises of multiple communication rounds between clients and the server,
interspersed with several local model update steps taken by each client. The
main difference between the general Federated Learning algorithm and Fe-
dAvg is in the model aggregation step. In Fed Avg, the model parameters are
aggregated using a weighted average that takes into account the number of
data points on each client. This ensures that clients with more data have a
greater influence on the global model, which can lead to better performance
on the overall task. The model aggregation function is presented in Equa-
tion 2.15 [McMahan et al., 2017]:

wt Y k= 1K%wk,t (2.15)

where 1y, is the size of client k’s dataset and n = Yk = 1¥#; is the total num-
ber of data points in all clients” datasets. Fed Avg also introduces a few other
modifications to the general Federated Learning algorithm, such as the use of
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momentum and local clipping to improve convergence and prevent the up-
date steps from being too large. These modifications are aimed at address-
ing some of the challenges that arise when training models on distributed
data sources with varying degrees of heterogeneity and non-IIDness [Li et
al., 2020b].

Most recently, FL has recently emerged as a promising approach for con-
structing IoT systems that are both intelligent and privacy-preserving [Zhai
etal., 2021], [Sun et al., 2020], [Mills, Hu, and Min, 2020]. For example, differ-
ent mobile devices could collaborate together in order to improve the search
query suggestions (used by Google Keyboard) [Yang et al., 2018b]. There are
also other benefits to applying Federated Learning in the AIoT domain, such
as: a) Privacy Enhancement: FL allows for model training without the need
for raw data at the aggregator. This minimises the risk of sensitive user infor-
mation being leaked to external third parties, which in turn provides a degree
of data privacy. Thus using FL for applications that work under Data Protec-
tion Regulations like (GDPR) could be very useful; b) Low-latency Network
Communication: The use of FL technology can decrease communication la-
tencies that arise from data transmissions because there is no obligation to
transmit generated IoT data immediately to the server. This also results in
conserving network resources, such as spectrum and transmit power, during
data training [Chen et al., 2021]. The FL concept within IoT networks com-
prises two primary components: data clients, which refer to IoT devices, and
an aggregation server situated at a base station as demonstrated in Figure 2.7
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While federated learning offers many benefits such as privacy preserva-
tion, it also presents several challenges, particularly when dealing with non-
iid (non-independent and identically distributed) datasets. In the context of
AloT, data generated by IoT devices is often non-iid, meaning that the data
distribution across different devices is different. This heterogeneity poses a
significant challenge in aggregating local models to create a global model that
can generalise well on unseen data. Therefore, addressing the non-iid chal-
lenge is crucial to achieving the full potential of federated learning in AloT
applications. Research efforts are currently focused on developing new al-
gorithms and methodologies that can effectively handle non-iid data in fed-
erated learning. In the following subsection, we will delve into the impact
of the non-iid challenge and explore several approaches that have been pro-
posed to tackle it.

The Effect of Non-independently and Identically Distributed (non-IID data)
in Federated Learning

FedAvg is one of the first central aggregation strategies that orchestrates the
distributed federated learning process [McMahan et al., 2017].

Fed Avg employs SGD (Stochastic Gradient Decent) to optimise the aver-
aged weights from the clients. However, SGD requires IID sampling of the
training data sets to generate an unbiased estimate of the full gradient [Bot-
tou, 2010]. In real-world applications, it’s unrealistic to assume that the data
on edge devices is following IID distribution. Actually, dealing with non-IID
datasets is a key challenge in federated learning [Li et al., 2020a]. Due to the
statistical heterogeneity between the clients’” datasets, the distribution of each
local dataset is different from the global distribution (drift in local updates).
As a result, each client’s objective is inconsistent with the global optima. Fur-
thermore, large local updates (a large number of epochs [epochs refer to the
number of times the entire training dataset is passed during the training pro-
cess].) lead to significant differences between the averaged model and global
optima, leading to low accuracy in non-IID settings [Li et al., 2021c]. Fig-
ure 2.8 explains the issue of Fed Avg under non-iid settings.

As shown in the figure above, if a client performs different local updates,
then the updated global model w(*19) stays close to the local minimum wy
rather than straying toward the true global minimum x*.

Approaches to Deal With Non-IID Data in Federated Learning FedAvg
suffers when the heterogeneity of the data is different between clients [Karim-
ireddy et al., 2021] (non-1ID datasets). This happens because the distribution
of each local dataset is very different from the global distribution. Different
works have been proposed to optimise FL on non-IID datasets, we divide
them into different categories and summarise the most recent ones:

Data-based Approaches Data-based approaches could be divided into
two main categories, namely data sharing and data augmentation. Data
sharing is a simple, yet effective approach to tackle statistical heterogene-
ity in non-iid settings. [Zhao et al., 2018] proposes to create a subset of the
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FIGURE 2.8: Model updates in the parameter space. Orange
and green refer to the minima of global and local objectives,
respectively.

data to be globally shared between the clients, hence generalising the learn-
ing task. The experiments on the CIFAR10 dataset show that the accuracy
could be increased up to 30% while globally sharing only 5% of the dataset.
Similarly, [Tuor et al., 2021] developed a mechanism to select a global subset
of the client’s data to be used in a federated learning task which is popular
in some domains like the health sector. There are notable deficiencies in the
data-sharing approaches. Initially, obtaining a uniformly distributed global
dataset is challenging due to the server’s lack of knowledge regarding data
distributions among connected clients. Additionally, distributing segments
of the global dataset to each client for model training goes against the fun-
damental motivation of privacy-preserving learning, which is a requirement
for this process.

Data augmentation methods are a set of techniques to increase the num-
ber of data samples by applying different transformations. Its mainly used
to mitigate the issues of using imbalanced datasets in ML applications [Dao
et al., n.d.]. [Duan et al., 2019] uses data augmentation to develop a self-
balancing federated learning framework that outperforms FedAvg on im-
balanced EMNIST and imbalanced CINIC-10 datasets. To address the is-
sue of Non-IID data, XorMixFL framework has been introduced by [Shin
et al., 2020] which applies a data augmentation technique. The basic concept
in XorMixFL is that each client shares its encoded seed samples (encoded
through the XOR operator) with the server for decoding. A new balanced
dataset is constructed by combining the decoded samples with the base data
samples on the server. Subsequently, a global model is trained on this re-
constructed data, which is then downloaded to each client until the training
is complete. In [Yoon et al., 2021], on the other hand, the authors suggest a
mean augmented method, which involves exchanging locally averaged batch
data with the server. The mean data received is then combined and trans-
ferred back to each client, reducing the degree of local data imbalance. In
general, the use of data augmentation techniques can greatly enhance the
learning performance of models trained on Non-IID data by replenishing
the imbalanced local data with augmentations. Nevertheless, as mentioned
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above, many of these techniques require data sharing, which could poten-
tially increase the risk of data privacy breaches.

Algorithm-based Approaches Several algorithm-based approaches were
proposed in the literature as follows.

Local fine turning: The authors of FedProx [Li et al., 2020a], apply some
modifications to FedAvg to allow partial information aggregation. This pro-
vides convergence guarantees when learning over data from non-identical
distributions. [Li et al., 2021b] is another optimisation attempt to work on
non-idd data. The approach uses local batch normalisation to alleviate the
feature shift before averaging the clients’ models. FedNova [Wang et al.,
2021a] is another recent framework that relies on Fed Avg; it normalises and
scales the local updates of the clients according to their number of local steps
before updating the global model.

Personalisation layers: edge clients are given the option to have a set
of personalised layers that will not be shared with the server. A popular ap-
proach that falls under this category is FedMA [Wang et al., 2020b] which was
originally designed to offer extra support for deep learning models, and it
works by sharing the global model in a layer-wise manner. Furthermore, LG-
FEDAVG [Liang et al., 2020] is a new federated learning framework that out-
performs Fed Avg in federated learning settings. In LG-FEDAVG, the shallow
layers of the deep learning models are considered personalised layers, and
the base layers of the networks are shared with the server. In contrast to
LG-FEDAVG, FedPer [Arivazhagan et al., 2019] allows the shallow layers to
be shared with the aggregation server. FedPer and LG-GEDAVG have re-
sulted into good accuracy results, and they also reduce the communication
cost since shallow layers are lightweight when shared over the network with
the aggregation server. In general, Personalisation Layers are a promising
approach to enhance accuracy in non-iid settings.However, one major draw-
back is that the clients are not able to release the personalisation layers.

Multi-task learning (MTL) methods: are inductive transfer approaches
that aim to improve generalisation performance by learning multiple tasks
simultaneously. [Smith et al., 2018] has developed MOCHA as a new frame-
work that considers the issues of high communication cost, stragglers, and
fault tolerance in distributed multi-task settings. MOCHA employs primal-
dual optimisation to generate separate but related models for each client.
However, primal-dual optimisation is unsuitable for non-convex problems
and is limited to shallow networks.

Transfer learning (Knowledge distillation): Transfer learning allows knowl-
edge exchange between different domains to achieve higher learning rates.
Following this approach, [Chen et al., 2020] has developed FedHealth as the
tirst federated transfer learning framework for wearable health devices. Fed-
Health adapts the inputs from different domains by replacing fully connected
layers with an alignment layer. Similarly, [Wang et al., 2022] has developed
another federated transfer learning framework for smart manufacturing with
cross-domain applications (Fed-LTD). However, one of the main disadvan-
tages of knowledge distillation is the negative transfer issue that can lower
the clients’” performance. Negative transfer occurs when data from the source
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domain and the task contribute to reduced learning performance in the tar-
get domain [Pan and Yang, 2010]. Client clustering: In the literature, two
primary types of secure data similarity evaluation methods have been intro-
duced to address this issue. One method involves evaluating the similarity
of the loss value, while the other main goal is to evaluate the similarity of
model weights. The first similarity evaluation approach, reported in [Sat-
tler, Miiller, and Samek, 2019], [Ghosh et al., 2020], [Mansour et al., 2020],
involves comparing the loss values of various cluster models. The funda-
mental concept behind this technique is simple: instead of creating a single
global model, the server produces multiple global models and distributes all
cluster models to connected clients for local empirical loss computation. Each
client then updates the received cluster model with the lowest loss value and
transmits it back to the server for cluster model aggregation. The second ap-
proach involves assessing the similarity of local data and clustering based on
the local model weights. In [Briggs, Fan, and Andras, 2020], [Sattler, Miiller,
and Samek, 2021] FedAvg is employed first to train and warm up the global
model, and then the model is downloaded locally to each client for local
training. Then the models are sent back to the server to be clustered based on
the weights. Client clustering is both necessary and justifiable to tackle non-
iid challenges, and this is because merging local models trained on vastly
different data can lead to negative knowledge transfer; hence, the overall per-
formance of the shared model will decline. Furthermore, creating multiple
global models instead of a single one improves the scalability and flexibil-
ity of FL systems, enabling system developers to select or combine different
cluster models to suit specific tasks. Nevertheless, this method requires ad-
ditional computation and communication resources for model training and
testing. Ensemble learning: In Fed-ensemble [Shi et al., 2021a], the authors
leverage ensemble learning to bring greater generalisation power to Feder-
ated Learning (FL). Fed-ensemble utilises random permutation to update a
group of models and then produces the prediction through model averaging.
By doing so, Fed-ensemble is able to achieve improved performance and ac-
curacy compared to traditional FL methods.

Graph representation learning: most recently, graph representation has
become a prominent topic in the ML community due to its wide applica-
tions. Different works have been proposed to use graph learning in FL.
GraphFL [Wang et al., 2020a] is specifically designed to address the chal-
lenge of non-iid using a semi-supervised node classification approach based
on graphs. First, GraphFL follows the training scheme of MAML (Model Ag-
nostic Meta-Learning) to learn a global model on a server. Then, it leverages
the traditional FL methods (e.g. FedAvg) to further improve generalisation
on training sets. FedCG [Caldarola et al., 2021] is another framework to ad-
dress the statistical heterogeneity in FL by means of GCN (Graph Convolu-
tional Networks). FedCG consists of three major steps: a-identify the clusters
that share the same data distributions; b-assign network components to the
formed clusters; c-interaction with the GCN. [Zheng et al., 2021] and [Mei
et al., 2019] preserve privacy in FL using similarity-based graph neural net-
works.
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2.3 Bringing Machine Learning to the Edge

Deep neural networks (DNNs) have gained wide attention due to their re-
markable performance in various application domains such as computer vi-
sion, natural language processing, and self-driving cars. The key factor re-
sponsible for their success is the incorporation of a large number of hidden
layers that facilitate the learning of complex and abstract features. However,
the use of numerous layers makes deep neural networks computationally ex-
pensive, and memory-intensive, and necessitates millions of floating-point
operations (FLOPs) to be trained. This, in turn, increases energy consump-
tion and inference time, making it challenging to deploy and train DNN
models on AloT environments and embedded systems.

To tackle preceding challenges related to the high computational cost and
memory requirements of deep neural networks, researchers have proposed
various methods to compress these models. One of the earliest attempts was
made by Reed and others [Reed, 1993], who proposed two general themes for
generating smaller neural networks: sensitivity methods and penalty terms.
Sensitivity methods involve measuring the sensitivity of neurons based on
an evaluation function and removing the less important neurons from the
network. On the other hand, penalty terms involve applying a penalty factor
to the objective function to make it smaller, which allows for the removal of
weights with lower values. Since then, researchers have developed new algo-
rithms and approaches to speed up and compress neural networks, making
them more efficient for deployment in resource-limited environments.

These approaches can be broadly classified into two main themes: software-
oriented approaches and hardware accelerators. Software-oriented approaches
focus on optimising the neural network architecture and training process
to reduce computational and memory requirements. Examples of such ap-
proaches include weight pruning, knowledge distillation, quantisation, and
low-rank factorization. Hardware accelerators, on the other hand, aim to im-
prove the performance of neural networks by offloading the computational
tasks to specialised hardware. Examples of hardware accelerators include
graphics processing units (GPUs), field-programmable gate arrays (FPGAs),
and application-specific integrated circuits (ASICs).

Figure 2.9 provides an overview of the existing approaches to accelerate
and compress deep neural networks. In the next section, we will review these
techniques in detail and highlight their advantages and limitations.

2.3.1 Software Approaches

Software approaches for accelerating deep neural networks typically involve
modifying the network architecture or adjusting the training process to pro-
duce a more efficient model. These methods can be classified into several cat-
egories such as quantisation, knowledge distillation, and pruning. In the up-
coming section, we will delve deeper into the various techniques employed
in software-oriented approaches for accelerating deep neural networks.
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Pruning

Pruning is widely used not only to reduce the complexity of a neural net-
work but also to handle overfitting. Reed et al. [Reed, 1993] were among the
first researchers who categorized the ways to generate smaller neural nets,
and one of these ways is pruning. [LeCun, Denker, and Solla, 1990] and
[Hassibi, Stork, and Wolff, 1993] use the Hessian matrix to prune irrelevant
connections. Later [Han, Mao, and Dally, 2015] proposed a novel method to
prune a network, it starts by learning the important neurons through a train-
ing process, removing less important connections, and finally fine-tuning the
weights of the network. The simulation results of AlexNet show up to 9x
reduction (from 61 million parameters to 6.7 million).

These techniques are further categorised into various subcategories based
on their approach:

Neuron Pruning Neuron pruning is a technique utilised for compressing
and accelerating deep neural networks by eliminating neurons that are con-
sidered less significant to the network’s performance. The neuron pruning
process can be broken down into two primary steps: Evaluation and Prun-
ing. During the evaluation, an evaluation function is used to calculate the
importance of each neuron in the network. There are various methods for
evaluating the importance of neurons [Zeng and Yeung, 2006], such as:

Weight Decay Method : The approach involves the addition of a penalty
value to the objective functions in order to minimise them and remove the
connections with low weights. As per [Nielsen and Hansen, 2008], a new
pruning algorithm for neural networks was proposed which was able to sig-
nificantly reduce the dimensions of feed-forward networks while maintain-
ing an acceptable level of accuracy. The algorithm relied on a penalty func-
tion that effectively discouraged the existence of unnecessary neurons and
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minimised the weights” values. A disadvantage of the Weight Decay prun-
ing method is that it requires careful selection of the regularisation parameter,
which controls the balance between the model’s complexity and the size of
the weights.

Magnitude-based Pruning / MBP : MBP is a simple but effective way
to remove redundant connections that are set below a certain defined value.
[LeCun, Denker, and Solla, 1990], [Hassibi, Stork, and Wolff, 1993] proposed
one of the very first techniques; they assumed that each connection in a neu-
ral network has a saliency (saliency refers to the importance of a neuron
or a weight [Siddiqui et al., 2019]), the connections with low saliency fac-
tor are considered redundant and could be removed from the model safely
. The saliency calculations depend on the Hessian matrix and derivatives of
the weights. Similarly, [Hagiwara, 1994], [Wan et al., 2009] considered low
weights are good candidates to be pruned away and reduce the number of
connections in the network. In [Hagiwara, 1994], the authors proposed a
method which involves setting a threshold value for the weights and remov-
ing those that fall below it. The authors also introduce a new criterion for
removing hidden units, based on the sensitivity of the output to changes in
the input. The method starts by measuring the importance of each neuron
using the derivative of the network’s error function with respect to the neu-
ron’s output. The neurons with low importance are then removed, and the
network is retrained to fine-tune the remaining weights. The main disadvan-
tage of MBP is that it may lead to over-pruning, where important connections
may be mistakenly removed.

Cross-validation : Cross-validation is a pruning technique that relies on
both magnitude-based and penalty methods, but includes an additional val-
idation step. Initially, the dataset is divided into training and validation sets,
and pruning begins. At each pruning step, the performance of the pruned
model is cross-validated using the validation set. If the pruned model out-
performs the original network, the pruning process continues. However, if
the performance of the pruned model is worse than the original network,
the pruning is stopped, and the network is restored to its previous status.
The proposed approach was first introduced by [Huynh and Setiono, 2005].
The authors suggest adding a penalty value to the error function to minimise
the magnitude of the weights for less important connections. The method
was tested on 32 datasets, and it showed remarkable results. [Huynh and
Setiono, 2005] argue that their pruning method helps the network gener-
alise better, making it more versatile in solving diverse problems. How-
ever, Cross-validation methods are computationally expensive, especially for
larger datasets or more complex models. This is because it involves training
and evaluating multiple models, which can take a significant amount of time
and resources [Badrinarayanan, Kendall, and Cipolla, 2017].

Mutual Information : Mutual information (MI) is as a method to con-
trol the optimal number of hidden units in neural networks. Specifically, the
singular-value decomposition algorithm is used to interpret the covariance
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matrix of the hidden input. A novel two-phase algorithm based on Ml is pro-
posed by [Hong-Jie Xing and Bao-Gang Hu, 2009] for pruning hidden layers
and input units. In the first phase, all input features are ranked according to
their relevance to the target output, and the less important ones are identified
and safely removed based on their ranking and contribution to the network
accuracy. In the second phase, hidden units are ranked according to their
relevance measure function, and then removed one by one. Simulation re-
sults demonstrate that the proposed algorithm outperforms Support Vector
Machine (SVM) and Support Vector Regression (SVR).

Similarly, [Zhang and Qiao, 2010] proposed a simple architecture for neu-
ral networks by applying Mutual Information-based methods. They suggest
using the entropy of the neural net, calculated using a covariance matrix, to
perform hidden node pruning. This pruning approach ensures that hidden
units with low information capacity are without affecting the information ca-
pacity of the related network. One major advantage of this method is that no
training is required to minimise the cost function, and pre-processing of the
weights is avoided, resulting in reduced training time.

However, mutual information-based pruning can result in over-pruning
of the network, leading to poor performance [Mocanu et al., 2018].

Sensitivity Analysis : A considerable amount of literature has been
published on sensitivity analysis exploring its potential applications [Engel-
brecht, 2001], [Yan et al., 2020], [Zeng and Yeung, 2006], [Lauret, Fock, and
Mara, 2006], [Xu and Ho, 2006]. The general idea behind this approach is
to measure the impact of each node or weight on the objective function and
subsequently remove the least influential ones. Despite its effectiveness, one
significant drawback of sensitivity analysis is the extensive training time re-
quired, even on GPU (Graphical Processing Unit). The evaluation of all neu-
rons is a time-consuming task that could take hours, which limits its practi-
cality in real-world scenarios. In [Yan et al., 2020], the authors proposed PIY
allows for automatic pruning of neural networks by iteratively removing the
least important weights until the desired network size is reached.

Table 2.3 provides a comprehensive summary of neuron pruning meth-
ods, elucidating the primary approaches behind each and presenting poten-
tial use cases that underscore their significance in model optimisation.

Channel Pruning In the channel pruning technique, the primary aim is to
decrease the computational cost and accelerate the training process by substi-
tuting the over-parameterised convolutional filters with compressed filters.
A (1 x 1) convolutional filter is used to replace a (3 x 3) filter to attain a top-
notch performance, as reported in [Szegedy et al., 2016]. Following the same
trend, [Wu et al., 2016a] presented "SqueezNet," an object detection model
designed for autonomous driving, which also uses (1 x 1) convolutional fil-
ters instead of (3 x 3) filters to achieve accuracy comparable to that of the
well-known AlexNet model.

While each pruning technique discussed above has its strengths and lim-
itations, recent studies have shown that combining multiple pruning tech-
niques can lead to better performance than using a single technique alone.
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Neuron Prun-

Approaches (Citations)

When to use

ing Method

Weight Decay | [Nielsen and Hansen, | Reducing dimen-

Method 2008] sions of feed-forward
networks for accu-
racy maintenance

Magnitude- [LeCun, Denker, and Solla, | Removing redundant

based Pruning
(MBP)

1990], [Hassibi, Stork, and
Wolff, 1993], [Siddiqui
et al., 2019], [Hagiwara,
1994], [Wan et al., 2009],
[Hagiwara, 1994]

connections to main-
tain model efficiency

Cross- [Huynh and  Setiono, | Achieving better

validation 2005],  [Badrinarayanan, | network generalisa-
Kendall, and Cipolla, | tion across various
2017] problems

Mutual Infor- | [Hong-Jie Xing and Bao- | Streamlining net-

mation Gang Hu, 2009], [Zhang | work architectures;
and Qiao, 2010]

Sensitivity [Engelbrecht, 2001], [Yan et | Iterative pruning for

Analysis al.,, 2020], [Zeng and Ye- | achieving  desired

ung, 2006], [Lauret, Fock,
and Mara, 2006]

network sizes

TABLE 2.3: Summary of Neuron Pruning Methods
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For instance, [Han, Mao, and Dally, 2015] proposed a three-step process that
tirst identifies important neurons through network training, prunes the less
important neurons, and then fine-tunes the weights through a retraining pro-
cess. [Hu et al., 2016] optimises the network’s architecture by removing ir-
relevant neurons based on statistical analysis for the neurons’ activations.
The approach is based on a fact: regardless of a network’s input, the out-
puts of a significant portion of neurons in a large network are mainly zero.
[He et al., 2019] proposes a filter pruning strategy relying on geometric me-
dian called FPGM, which considers the mutual relations between filters to re-
move the similar filter and generates compact CNNs architecture. Similarly,
[Luo and Wu, 2017] suggests another filter pruning algorithm; it evaluates
the importance of a deep learning model’ filter using the entropy-based ap-
proach. Next, the less critical filters are ignored to generate a smaller model.
[Setiono, 1997] presented a penalty function-based approach to prune deep
neural networks. This approach identifies the principle nodes in one epoch
using the Gram-Schmidt process and updates only the weights connected to
those nodes while keeping the rest of the nodes unchanged. However, one
of the major drawbacks of this method is the potential removal of important
neurons, which may decrease the accuracy of the model [Van Der Baan and
Jutten, 2000].

Quantisation

Quantisation is a crucial technique in the development of lightweight deep
neural because it aims to reduce the number of bits required to represent the
weights of neurons. This approach leads to important reductions in network
size and improves the efficiency of the neural network on AloT devices. In
particular, K-means scalar quantization [Gong et al., 2014] has been demon-
strated as an effective method to reduce network complexity by quantising
network parameters, including weights and biases [Gong et al., 2014; Wu et
al., 2016b].

Another important application of quantisation is in speeding up the train-
ing process without significant loss of accuracy. For example, [Vanhoucke,
Senior, and Mao, 2011] used 8-bit linear quantisation to speed up the train-
ing process with little impact on accuracy. Another well-studied applica-
tion of quantization is the work in [Han, Mao, and Dally, 2015]. The author
found that applying quantisation to a pruned neural net achieves state-of-
the-art performance among all quantisation methods (it reduced AlexNet
from 240MB to 6.9MB). The approach presented in [Han, Mao, and Dally,
2015] depends on pruning the less important connections and then retrain-
ing the network. After that, it uses 8-bit quantization to shorten the number
of bits that are used to represent the weights. Finally, it applies Huffman
coding to the quantised weights to gain a more compression ratio.

Although quantisation is an essential tool to compress a neural network
size, reducing the number of bits used to represent weights and activations
can lead to accuracy loss. The degree of loss can depend on the complexity
of the model and the level of quantization applied.
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Fine-tuned Architecture

In addition to the optimisation techniques discussed earlier, deep neural net-
works can be accelerated by fine-tuning their architecture for better infer-
ence and performance. This is a rich area of research, with a plethora of
published studies to draw upon. Noteworthy works in this field include
[Lin, Chen, and Yan, 2013], [Jin, Dundar, and Culurciello, 2014], [Ioffe and
Szegedy, 2015], [Wu et al., 2015], [Wu et al., 2016a], [Ghosh, 2017], [Zhang
et al., 2018b]. While it is beyond the scope of this thesis to provide an ex-
haustive review of this literature, we highlight in the next section the most
popular and recent works in this area.

Inception [Szegedy et al., 2014]: The Inception model represents a signifi-
cant milestone in the development of convolutional neural network (CNN)
architectures, having achieved state-of-the-art performance in both detection
and classification in the ImageNet Large-Scale Visual Recognition Challenge
2014 (ILSVRC14).

Prior to Inception, most CNN designs simply stacked convolutions of the
same filter size, as seen in popular models such as LeNet-5 [Lecun et al.,
1998], AlexNet [Krizhevsky, Sutskever, and Hinton, 2012] and ZFNet [Zeiler
and Fergus, 2013]. The Inception module’s novel design involved convolu-
tions with multiple filter sizes (1x1, 3x3, and 5x5) in a single layer, allowing
for more efficient use of the input image. To reduce the computational cost of
the more expensive 3x3 and 5x5 convolutions, additional 1x1 convolutions
were added before them. These 1x1 convolutions also served as Rectified
Linear Units (ReLU), further streamlining the network’s structure and re-
ducing computational demands. Figure 2.10 illustrate inception-vl module.
Generally, an Inception network is the composition of the previous module
stacked together with max-pooling layers (stride=2) in the higher layers of
the network only, leaving the lower layers as traditional convolutional lay-
ers. The main advantage of this architecture is that it allows a significant
increase in the number of units without blowing up the computational com-
plexity. GoogLeNet(the winner of ILSVRC14 competition) consists of 9 In-
ception modules linearly stacked, the depth is 27 layers in total(including
pooling layers) and it worth to mention that the name was a homage to
LetNet-5 [Lecun et al., 1998] as the work mainly inspired from it.

Inception V2 and V3 : In [Szegedy et al., 2015], the authors introduced
Inception v2 and v3, which aimed to further reduce computational complex-
ity while increasing accuracy by incorporating aggressive regularization and
factorized convolutions with smaller filters. Convolutions with high filter
size are considered very computationally expensive, so in Inception v2, the
authors factorised (5 x 5) convolution to (3 x 3) convolution to boost the
computational speed. In fact, the (5 x 5) filter is 2.78 times more computa-
tionally expensive than the (3 x 3) filter. Besides, they factorise the filters of
size (n x n) into (1 x n) and (n x 1) convolutions. Applying this technique
was 33% cheaper than applying the normal (3 x 3) convolution. Inception
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FIGURE 2.10: Inception model with dimension reductions.

v3 was provided with factorised convolutions in addition to RMSProp op-
timiser, label Smoothing which is a type of regularisers that is used to pre-
vent overfitting (overfitting occurs when a model learns the training data too
well, capturing noise and outliers, which leads to poor performance on un-
seen data due to a lack of generalization [Peng and Nagata, 2020]), and batch
normalisation for the output activation.

Inception V4 [Szegedy et al., 2016]: Inception v4 is a cutting-edge deep
learning architecture that combines multiple types of convolutional layers,
such as standard convolutional layers, Inception modules, and residual con-
nections. The use of residual connections also helps to improve the flow of
information through the network, which can lead to better performance. One
of the key innovations of Inception v4 is the "Factorised Reduction" module,
which is used to reduce the number of filters in the input to the Inception
module while preserving its spatial resolution. This helps to reduce the com-
putational cost of the network while maintaining its expressive power. By
using a combination of advanced techniques, Inception v4 achieves state-of-
the-art performance on a variety of computer vision tasks.

Although Inception’s models (V2, V3 and V4) have made a significant
contribution to the field of computer vision, it is worth mentioning that the
Inception family of models also have some limitations. One of the major
challenges with this family of models is their interpretability. Due to their
complex architectures and the use of multiple filters at different scales, it can
be difficult to understand how the network is making its decisions. This lack
of interpretability can be a significant obstacle in applications where trans-
parency and explainability are important, such as in the medical or legal
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fields [Wu, Sahoo, and Hoi, 2020].

ResNets [He etal., 2016a]: Residual Networks (ResNets) are a type of deep
neural network that uses residual connections, also known as shortcut con-
nections, between layers, allowing the network to learn the residual map-
ping between the input and output, rather than the original mapping. The
"Residual Block" is a building block of the architecture and contains two or
more layers with a shortcut connection that allows the input to bypass one
or more of those layers. By adding the output of the block to the input and
passing it through an activation function, information can flow more easily
through the network, leading to improved training of deeper architectures.
One issue related to ResNets is overfitting, especially in deeper architectures.
This is because the additional shortcut connections can lead to more complex
models that are prone to overfitting the training data [He et al., 2016b].

Xception [chollet_xception:_2016]: Xception is a convolutional neural net-
work (CNN) architecture developed as an extension of the Inception archi-
tecture [Szegedy et al., 2014] for image classification and object recognition
tasks. The primary innovation in Xception is the utilisation of depthwise
separable convolutions that aim to reduce the computational cost of the net-
work while maintaining its expressive power. In contrast to standard convo-
lutional layers where a single filter is applied to all input channels, depthwise
separable convolutions independently apply filters to each channel, reducing
the number of parameters in the network. Xception utilises a novel variant of
the Inception module called "Separable Inception” that uses depthwise sep-
arable convolutions. However, [Hendrycks and Dietterich, 2019] shows that
Xception models are relatively less robust to common corruptions and per-
turbations, such as noise, blur, and brightness changes. This suggests that
Xception may not generalise as well to real-world applications.

MobileNet [Howard et al.,, 2017]: MobileNet is a class of network archi-
tecture that was specifically designed for mobile and embedded devices. It
allows application developers to select a small network that meets the re-
source constraints of their applications in terms of size and latency. Fur-
thermore, developers can control two global hyperparameters to trade-off
between latency and accuracy, allowing them to choose the optimal size of
the model based on the constraints of the problem. The fundamental blocks
in MobileNet are depthwise separable convolutions, which were first intro-
duced by [SlIfre and Mallat, 2014] and were later used in Inception [Szegedy
et al., 2014] to reduce the number of computational operations in the first few
layers of the network.

MobileNetV2 [Sandleretal., 2018]: the main difference between MobileNet
V1 and V2 is the use of a new module called "Inverted Residual" which is
used in the V2 version. An inverted Residuals module is a more efficient
way to increase the depth and width of the network. In contrast to the tra-
ditional residual block, this module reduces the spatial resolution of the in-
put before applying the depthwise convolution, which helps to reduce the
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computation required by the network. Another key difference between Mo-
bileNet V1 and V2 is the use of linear bottlenecks. A bottleneck is a layer with
a smaller number of filters than the previous layer, which helps to reduce the
computational cost of the network. In MobileNet V1 [Howard et al., 2017],
the bottlenecks use a 1x1 convolution to reduce the number of filters, but
in MobileNet V2, linear bottlenecks are used which have no non-linearity
between the depthwise and pointwise convolution, which makes the com-
putation more efficient. Table 2.4 shows compassion between V1 and V2 in
terms of the number of parameters and the number of multiply-accumulates
(Macs) which indicates the number of multiplication operations to perform
one inference (a larger number for MAC refers to a heavy architecture).

Network Number Of Parameters | MAcs
MobileNetV1 4.2M 575M
MobileNetV2 3.4M 400M

TABLE 2.4: MobileNets V1 vs V2

MobileNetV3 [Howard et al., 2019]: MobileNet V3 is the third iteration
of the MobileNet architecture, which uses an automated search algorithm
to find the best architecture for mobile devices. Unlike its predecessors, V3
employs a different search strategy, where it uses two algorithms, MnasNet
[Tan et al., 2018] and NetAdapt [Yang et al., 2018a], to achieve a better bal-
ance between computational efficiency and accuracy. MnasNet uses rein-
forcement learning to select the best configuration from a set of choices, and
then the architecture is fine-tuned with NetAdapt to trim under-utilized ac-
tivation channels in small decrements. The proposed architecture is more
efficient than its predecessors and achieves state-of-the-art performance in
mobile computer vision networks. MobileNetV3 is two times faster than Mo-
bileNetV2 with the same accuracy levels, which is a significant improvement.
The new version also introduces the "MobileNet-EdgeTPU" module, which
is optimized for edge devices. This module combines depthwise convolu-
tion, pointwise convolution, and a squeeze-and-excitation block to improve
the performance of the network. The squeeze-and-excitation block allows the
network to adjust the scale of the feature maps adaptively, which can lead to
better accuracy. However, MobileNet family models, like many deep learn-
ing models, suffer from the interpretability problem, which makes it difficult
to understand how the model reaches its decisions [Zhu et al., 2022].

AdaNet [Cortes et al., 2016]: AdaNet is a lightweight framework designed
to learn neural network architecture through a combination of reinforcement
learning and evolutionary AutoML techniques. Unlike other AutoML frame-
works, AdaNet is not only used for finding the optimal architecture but also
for learning how to create ensembles of models for better performance. The
AdaNet algorithm adapts by searching for the desired neural network ar-
chitecture as an ensemble of subnetworks with varying widths and depths,
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creating diverse ensembles to balance performance improvement with the
number of parameters. As such, AdaNet provides a flexible and adaptive
approach to AutoML.

MorphNet [Gordon et al., 2017]: Rather than using AutoML to find the op-
timal neural network architecture, MorphNet refines an existing architecture
and optimises it for the required task. It accepts a neural network as input
and builds a new compressed network that is faster and able to provide bet-
ter performance. MorphNet goes through a loop of shrinking and expand-
ing phases. During the shrinking phase, it spots the unproductive neurons
by calculating the cost with respect to the target resource and then applies
a sparsifying regulariser. Through the expanding phase, a width multiplier
[Howard et al., 2017] is used to uniformly expand all layer sizes.

EfficientNet [Tan and Le, 2019]: The EfficientNet model employs a com-
pound scaling method that scales the network’s depth, width, and resolution
while maintaining computational efficiency. This is accomplished through a
careful balance between these parameters and the use of cutting-edge tech-
niques such as depthwise separable convolutions, squeeze-and-excitation blocks,
and network architecture search. Each EfficientNet model is designated with
a notation such as 'EfficientNet-B0’, with "B" indicating the model size and
"0" denoting the model’s accuracy. For instance, EfficientNet-BO represents
the basic version of the architecture, while EfficientNet-B7 is the largest and
most accurate model in the family. One limitation of EfficientNet is that it
may not generalise well to tasks outside of image classification, as it was pri-
marily designed and optimized for this task. This is discussed in the original
EfficientNet paper [Tan and Le, 2019],

EfficientNet-EdgeTPU : Google’s TPU accelerators for inferencing is be-
coming a very popular trend in a deep learning community. EfficientNet-
EdgeTPU is a new generation of computer vision models that are derived
from EfficientNet [Tan and Le, 2019] and customised to run smoothly on
power-efficient hardware accelerators (eg. Google Coral). It’s able to provide
a real-time image classification performance and yields high accuracy levels
that could only be seen in sophisticated neural network architectures run-
ning in data centres. To summarise, numerous architectures and techniques
have been proposed to address the challenges of model compression, per-
formance, and generalisation. Each technique introduces a unique approach
or modification, aiming to advance the state-of-the-art and provide efficient
solutions to real-world problems. Table 2.5 provides a detailed overview of
the most popular fine-tuned neural network architectures.

Low-Rank Factorisation

The acceleration of Convolutional Neural Networks (CNNs) is a topic of sig-
nificant interest in the field of deep learning. A number of factors can be
considered in this regard, including the critical impact of convolutional op-
erations on the training process. Due to the need to convolve all neurons,
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TABLE 2.5: Summary of Finedtuned Neural Network Architec-
tures

Model Key Features Remarks
Inception [Szegedy et | Multiple filter sizes in a single | State-of-the-art  in
al., 2014] layer. ILSVRC14.
Inception V2 & V3 | Reduced computational com-
[Szegedy et al., 2015] | plexity, aggressive regulariza-

tion, and factorized convolu-

tions.
Inception V4 | Integration of standard convo- | Introduced "Fac-
[Szegedy et al, | lutions, Inception modules, and | torised Reduction".
2016] residual connections.

ResNets [He et al.,
2016a]

Residual connections between
layers.

Prone to overfitting
in deeper architec-
tures.

Xception
[chollet_xception: 201

Extension of Inception uses
6dlepthwise separable convolu-
tions.

Might not general-
ize well to real-world
scenarios.

MobileNet [Howard

Designed for mobile and em-

Uses depthwise sepa-

etal., 2017] bedded devices. rable convolutions.

MobileNetV2 [San- | "Inverted Residual" module and | Efficiency-focused.

dler et al., 2018] linear bottlenecks.

MobileNetV3 Uses MnasNet and NetAdapt. | Introduced

[Howard et al, "MobileNet-

2019] EdgeTPU" module.

AdaNet [Cortesetal., | Uses reinforcement learning | For architecture

2016] and evolutionary AutoML tech- | search and ensemble
niques. creation.

MorphNet [Gordon | Refines existing architectures. Uses a loop of shrink-

etal., 2017] ing and expanding

phases.

EfficientNet [Tan and

Compound scaling method.

Designed for image

Le, 2019] classification.
EfficientNet- Derived from EfficientNet. Optimized for
EdgeTPU [Tan Google’s TPU  ac-
and Le, 2019] celerators.

compressing convolutional layers is an effective approach for reducing train-
ing time. The work presented in [Jaderberg, Vedaldi, and Zisserman, 2014]
aimed to achieve this goal by constructing low-rank filters in one dimen-
sion. Another approach for accelerating CNNs is to consider the convolution
kernels, which are typically expressed as four-dimensional tensors ! It is be-
lieved that these tensors contain a large number of redundant connections,
and thus reducing the number of neurons in them can improve compression

1a tensor is a mathematical object that generalises matrices to higher dimensions. It's a
container which can house data in N dimensions, often used as a fundamental data structure
by neural networks [Panagakis et al., 2021].
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ratios [Rigamonti et al., 2013]. In addition to the convolutional layers, the
input and output layers (fully connected) can also be represented as two-
dimensional matrices. This low-rank representation can be useful for reduc-
ing calculation time, as shown in [Denton et al., 2014]. It is worth noting that
all low-rank factorisation methods require decomposing filters or kernels,
which can be computationally expensive. Finally, It is worth mentioning that
factorisation approaches may not always be effective. For example, if the fil-
ters or kernels in a CNN already have a low-rank structure, then using low-
rank factorisation approaches may not result in significant improvements in
compression ratios. In fact, some studies have shown that for certain types
of CNNs, low-rank factorisation can even reduce the accuracy of the final
model [Dong, Gong, and Zhu, 2019].

Knowledge Distillation

is a widely used technique for compressing deep neural networks into shal-
lower ones, which aims to transfer the knowledge learned by the weights
in the original network (teacher network) into a smaller network (student
network). The idea of using knowledge transfer to produce compact mod-
els was first introduced by [Bucilua, Caruana, and Niculescu-Mizil, 2006],
and has since been adopted by many researchers as a common approach for
accelerating and compressing deep neural networks. Generally, knowledge
distillation approaches aim to compress large models into smaller ones by
learning target features using the softmax function, which transfers knowl-
edge from a teacher model (large network) to a student model (small net-
work). [Hinton, Vinyals, and Dean, 2015] extended this idea by developing a
new compression framework following the teacher-student paradigm. This
framework compresses the teacher model (an ensemble of deep neural net-
works) into a student model by training the student model to predict the out-
put of the teacher model in addition to the original classification labels. An-
other approach to knowledge distillation is the FitNet framework proposed
in [Romero et al., 2014]. FitNet allows for the training of deeper but thinner
student models using target outputs from the teacher model, guided by in-
termediate representations called "hints" to improve training and accuracy.
It distils the teacher model’s knowledge by minimising its feature map and
passing it to the student model. The experiments show that FitNet achieves
better or comparable performance to the teacher model [Hinton, Vinyals, and
Dean, 2015].

In [Yim et al., 2017], the authors identify the important information in the
teacher model, which is then transferred to a student model in terms of di-
rection flows between layers. Mathematically, to calculate the flow between
two layers, an FSP matrix is generated from the feature map of both layers
like the following;:

how FUo(x; W) x F2, .(x; W
Gij(xwW)=Y ) o 2)( ws'*']( ) (2.16)
s=1t=1

The learning phase of this method consists of two steps: 1- match FSP ma-
trices between the teacher and the student by minimising the loss function
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Lrsp,2- training for the original task.

“Net2Net” [Chen, Goodfellow, and Shlens, 2015] is another technique
that was developed to accelerate the training process of deep neural nets
using knowledge transfer. This acceleration tool utilises function-preserving
transformations between the model’s architectures to achieve the required;
first, the student’s model is initialised to represent the same as the teacher’s
function, and then function transformation is applied. There are two types
of transformations; the first one is“Net2WiderNet”, where the model is re-
placed with an identical one but with more neurons in the hidden layers
(wider model); the second one is “Net2DeeperNet”, which replaces the model
with a deeper model that matches some of the features in the teachers. The
main difference between this approach and similar pre-training approaches
is the altered function that is used to represent the added layers to a neural
net’s model. Figure 2.11 shows the difference between “Net2Net“’s work-
flow and other knowledge transfer approaches. In [You et al., 2017] and
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FIGURE 2.11: Net2Net vs others

Net2Net Operator

instead of using one teacher model to train the student’s network, multi-
ple teacher’s networks are collaborated to transfer their informative knowl-
edge to train a thin but deep neural network. The proposed method not only
averages the softened weights in the output layer for all teacher’s models
(dark knowledge) but also in the intermediate layers by applying dissimi-
larity constraint’s among the available examples. Although this approach
achieved remarkable results on benchmarking data sets, the computational
complexity could be a critical issue when compared with the previous ap-
proaches. In a similar manner, [Sau and Balasubramanian, 2016] developed
a simple approach “logit perturbation” to transfer the knowledge from mul-
tiple noisy teachers to a single student. In their experiment, two teacher
models have been used: Teacherl(Network in a network Lin, Chen, and
Yan, 2013), Teacher2(modified Alexnet [Krizhevsky, Sutskever, and Hinton,
2012]), after that the geometric mean of the logist for both of them has been
calculated and passed to the logit value of the student’s model. The error
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rate results show 20.44% for the student’s model while 21.94% for the stu-
dent that trained using Teacher1 only and 22.62% for the student that trained
using Teacher2 only, the previous results support that learning from mul-
tiple teachers could have better performance. Another interesting work in
this area is introduced in by [Zhang et al., 2018c], in this work “Deep Mu-
tual Learning (DML)” strategy based on ensemble learning is proposed. The
knowledge distillation process in DML starts with an ensemble of untrained
students that works together to learn a specific task and learning in such a
way is significantly better than learning alone in a supervised environment.

Unlike the previous works which rely on teacher/student models to be
trained separately, [lan, Zhu, and Gong, 2018] introduced an online distil-
lation algorithm “On-the-fly Native Ensemble (ONE)” that do a batch-wise
knowledge transfer in one phase only where both the student and the teacher
are built simultaneously without the need for an isolated training process for
both. In the training process, “ONE” builds a multi-branch target network
by adding supplementary branches, and then a teacher model is constructed
on-the-fly using the ensemble of all branches. In the evaluation process, the
supplementary branches are removed and the trained model has converted
from a multi-branch to a single-branch again with zero-cost in time increase.
The experiences on CIFAR10/100 show that “ONE” was not only able to
improve the generalisation and the quality of the distilled model, but also
reduce the computational complexity.

However, knowledge distillation techniques have their own limitations.
Recent studies have shown that knowledge distillation can result in a loss of
diversity in the learned representations and reduce the generalisation perfor-
mance of the student model [Furlanello et al., 2018]. The subsequent Table 2.6
offers a detailed summary of the leading knowledge distillation methods.

Evolutionary algorithms

Evolutionary algorithms have been widely used for finding optimal solu-
tions in solution spaces through the application of biological evolution op-
erators, such as crossover, mutation, and selection [Deb et al., 2002]. There
are different types of evolutionary-based techniques; however, genetic algo-
rithms (GAs) are the most popular ones [Hrstka et al., 2003] and they are
mainly used to evolve candidate solutions, followed by a selection process
that eliminates weak candidates and preserves good ones [Beasley and Chu,
1996].

Evolutionary-based techniques have been extensively employed in the
area of deep learning [Schaffer, Whitley, and Eshelman, 1992], [Angeline,
Saunders, and Pollack, 1994], [Yao and Liu, 1997], [Stanley and Miikkulainen,
2002], [Ding et al., 2013], [Xie and Yuille, 2017], including the use of genetic
algorithms for pruning neural networks, as demonstrated by Whitley [D.
Whitley, 1990], who generated multiple versions of pruned models through
reproduction, mutation, and crossover.

Similarly, [(Zhang, 1993)] developed an approach to simplify the architec-
ture of feed-forward neural networks by applying GA (Genetic Algorithms).
The problem of finding the optimal architecture for a neural network model
is considered a multi-objective optimisation problem, and the solution space
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TABLE 2.6:

Summary of Knowledge Distillation Techniques

Technique

Description

Remarks

Initial Idea [Bu-
cilua, Caruana,

Compression by knowl-
edge transfer to produce

Introduced the con-
cept of transferring

and Niculescu- | compact models. knowledge.
Mizil, 2006]
Hinton’s  Ap- | Teacher-student paradigm | Extended knowledge
proach [Hinton, | where student predicts | transfer idea.
Vinyals,  and | teacher’s output and origi-
Dean, 2015] nal labels.
FitNet [Romero | Trains deeper, thinner stu- | Improved  training
etal., 2014] dent models using hints | and accuracy.

from teacher’s intermedi-

ate representations.
Directional Transfers important info | Utilizes FSP matrices.

Flow [Yim et al.,
2017]

from teacher to student in
terms of direction flows
between layers.

Net2Net [Chen,
Goodfellow,
and Shlens,
2015]

Accelerates deep  net
training using function-
preserving  transforma-
tions.

Includes
"Net2WiderNet" and
"Net2DeeperNet"
transformations.

Multi-Teacher
Approach [You
etal., 2017]

Multiple teachers transfer
knowledge to a deep stu-
dent network.

Averages weights in
output and interme-
diate layers.

Logit Perturba-
tion [Sau and

Transfers knowledge from
multiple noisy teachers to

Learning from multi-
ple teachers can im-

Balasubrama- a single student. prove performance.
nian, 2016]

Deep Mu- | Ensemble of untrained stu- | Better than learning
tual Learning | dents learn a task together. | alone in a supervised
(DML)Zhang environment.

etal., 2018¢

On-the-fly Na- | Online distillation with | Improves generali-
tive Ensemble | batch-wise transfer, build- | sation and reduces
(ONE) [lan, | ing student and teacher | complexity.

Zhu, and Gong,
2018]

simultaneously.

is built using all the possible combinations of hidden nodes and layers, then
GA is applied to search for the optimal compressed architecture through
the existing solutions. In [Siebel, Botel, and Sommer, 2009], an evolution-
ary pruning method “Neuro-Evolution” has been introduced to reduce the
complexity of a neural network by removing the less important neurons; the
process of pruning is done in conjunction with an evolutionary reinforcement
learning algorithm “EANT2” [Siebel and Sommer, 2007]. As an evolutionary-
based method, “EANT2” has an optimisation process that selects the best
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candidates among the existing neurons to be part of the next optimal model;
during this process, the less important connections are identified and pruned
without any extra calculations. The pruning strategy is inspired by the work
in Optimal Brain Surgeon [Hassibi, Stork, and Wolff, 1993] and it depends on
calculating the covariance of the network’s parameters using Hessian matrix
and then CMA-ES [Hansen and Ostermeier, 2001] is adopted for parameters’
optimisation. The main algorithm of “EANT2” is presented in Figure 2.12.
In [Hu et al., 2018], a novel approach to pruning convolutional neural net-
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FIGURE 2.12: The EANT2 algorithm with pruning during
structural exploitation.

works (CNNs) using genetic algorithms is proposed. The approach involves
layer-by-layer pruning for a CNN model according to each layer’s sensitiv-
ity, tuning the pruned model using the knowledge distillation framework,
formulating the channel selection process as a search problem solvable effi-
ciently using genetic algorithms, and using a two-step approximation fitness
function to add extra efficiency to the genetic process.

One major drawback of using Genetic Algorithms (GA) for deep learn-
ing pruning is the high computational cost required to search for the optimal
solution in a large solution space. As the number of possible network archi-
tectures and parameters increases, the computational complexity of the GA
algorithm grows exponentially, which limits the scalability of the approach.
This can lead to long training times and significant computational resources,
which may not be feasible for large-scale deep learning models. For example,
[Hu et al., 2018] noted that the computational cost of the GA-based approach
is much higher than that of traditional pruning methods, due to the need
to search for the optimal network architecture in a large solution space. The
authors proposed a number of techniques to mitigate this issue, including us-
ing a layer-by-layer pruning approach and a two-step approximation fitness
function, but noted that these techniques only partially address the scalabil-
ity issue.
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In order to provide a consolidated view of the discussed evolutionary al-
gorithms and their application in deep learning, Table 2.7 is presented below.
This table delineates the primary techniques, their brief descriptions, and the
associated references.

Technique Description Reference
Genetic  Algo- | Used to evolve candidate | [Hrstka et al.,, 2003],
rithms (GAs) solutions; applies selection | [Beasley and Chu,
to eliminate weak candi- | 1996]
dates and preserve strong
ones.
Neural Net- | Multiple versions of | [D. Whitley, 1990]
work Pruning | pruned models generated
with GAs using reproduction, muta-

tion, and crossover.

Simplified Ar- | Solution space constructed | [(Zhang, 1993)]
chitecture  of | using all possible combina-

Feed-forward tions of nodes and layers;

Neural Net- | GA used to find optimal

works with GA | compressed architecture.

Neuro- Evolutionary pruning | [Siebel, Botel, and
Evolution method to reduce neural | Sommer, 2009],
(EANT?2) network complexity by | [Siebel and Sommer,

removing less important
neurons. Uses an evo-
lutionary  reinforcement
learning algorithm.

2007]

Pruning CNNs

Layer-by-layer pruning of

[Hu et al., 2018]

using GAs CNN according to each
layer’s sensitivity, channel
selection as a search prob-
lem using GAs.
TABLE 2.7: Overview of Evolutionary Algorithms in Deep

Learning.

2.3.2 Hardware Approaches

As the field of deep learning has advanced, the demand for processing power
has become increasingly high. In order to achieve faster training and infer-
ence of deep neural networks, hardware acceleration techniques have been
developed to leverage specialised hardware resources. These hardware ap-
proaches have the potential to significantly speed up the computations in-
volved in deep learning and allow for larger and more complex models to be
trained in a reasonable amount of time. Some of the most common hardware
acceleration approaches include:
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Graphics Processing Units (GPUs) : GPUs are specialised processors de-
signed to handle the massive amount of parallel computation required for
Deep Neural Networks (DNNs). GPUs have thousands of small cores that
can perform many simple operations in parallel, making them well-suited
for the matrix and vector operations that are common in DNNs [Nickolls
and Dally, 2010]. As a result, GPUs have become the de facto standard for
training large-scale DNNs. The development of GPU-based frameworks for
DNNs, such as TensorFlow [Abadi et al., 2016], PyTorch [Paszke et al., 2019],
and Caffe [Jia et al., 2014], has played a critical role in the widespread adop-
tion of DNNs, making it easier for researchers and practitioners to design
and train complex models efficiently. The use of GPUs has led to significant
speedups in training times for DNNs, enabling the development of more ac-
curate and sophisticated models that were previously impossible to train in
a reasonable amount of time. However, GPUs have limitations in terms of
consuming huge power, memory bandwidth, and requiring massive mem-
ory size, which can limit their scalability for larger DNN models.

Tensor Processing Units (TPUs) : Various hardware approaches have been
developed to accelerate the training and inference of DNNSs. One of the most
promising approaches is the use of Tensor Processing Units (TPUs) devel-
oped by Google [Jouppi et al., 2017]. TPUs are application-specific integrated
circuits (ASICs) designed to accelerate the inference and training of DNN.
They are particularly suited for large-scale, highly parallel DNN workloads,
as they can achieve up to a 15x speedup over GPU-based solutions [Jouppi
et al., 2017]. In addition, TPUs can be easily integrated with popular DNN
frameworks, including TensorFlow and PyTorch [Paszke et al., 2019]. Google
has also released Coral, a TPU-based USB accelerator that enables developers
to integrate TPU acceleration into edge devices such as cameras and robots
[Products n.d.]. This makes it possible to perform high-performance machine
learning tasks locally without relying on cloud-based solutions such as la-
tency and security [Xu et al., 2018].

Application-specific Integrated Circuits (ACSIs) : ASICs refer to a special-
ized category of integrated circuits (IC) that are tailored to perform a specific
function, as opposed to being designed for general-purpose use. A notewor-
thy example of the ASIC approach was presented by [Farabet et al., 2010],
who proposed a highly scalable hardware accelerator for processing large
convolutional neural networks. This accelerator consists of a Central Process-
ing Unit (CPU) that controls the configuration buses, a group of processing
tiles for performing macroscopic operators, and a dual-port memory stream-
ing engine that facilitates multiple and parallel operations on photos. This
research work inspired [Pham et al., 2012] to follow the "NeuFlow" architec-
ture proposed by [Farabet et al., 2011]. The aim of this system is to efficiently
detect, classify, and locate objects in complex scenes, leveraging a Xilinx Vir-
tex 6 FPGA platform. The system consumes only 10 watts of power, which
is significantly less than a laptop computer, while providing a speed increase
of up to 100 times in real-world applications.
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Field Programmable Gate Arrays (FPGA) The traditional CPUs and GPUs
are not the optimal solutions when it comes to handling massive parallel
computations because it’s leading to high energy consumption and perfor-
mance bottlenecks. To overcome these challenges, researchers have explored
the use of specialised hardware accelerators such as Field Programmable
Gate Arrays (FPGAs) and Application-Specific Integrated Circuits (ASICs).
FPGA is rising as a promising hardware accelerator for accelerating deep
learning algorithms due to its special characteristics (customisation, high
computational capabilities, low energy consumption) [Mittal, 2018]. Many
researchers investigated the effect of FPGA on neural nets, studies showing
promising results [Ordofiez-Cardenas and Romero-Troncoso, 2008], [Peemen
et al., 2013], [Rice, Taha, and Vutsinas, 2009], [George and Hawkins, 2005].
[Farabet et al., 2011] develop a CoVNet processor using low-end DSP FPGA
(field programmable gate array). The system consists of one FPGA and an
external memory unit; the processor uses a network compiler software to
compile a trained CNN (Convolutional Neural Net) into a sequence of in-
structions, this processor was employed to recognise faces and could be eas-
ily applied on embedded devices. However, one of the main disadvantages
of FPGAs is their higher development cost and longer time-to-market com-
pared to ASICs. This is due to the need for hardware designers to program
and verify the functionality of the FPGA, which can be a time-consuming
and complex process [Mittal, 2016].

2.4 Artificial Intelligence of Things Main Applica-
tions

The adoption of AloT applications has expanded significantly, with a signif-
icant impact on daily life quality and economic growth. This section lists
scenarios for AloT applications in different domains such as smart homes,
smart healthcare, smart agriculture, smart grids, smart environment and the
Internet of Vehicles. Table 2.4 summarises the different application categories
with recent studies.

2.4.1 Smart Health Systems

The emergence of AloT enabled by edge computing introduces a novel av-
enue for exploration in the medical and healthcare sector. This innovation
has already yielded various applications that include health monitoring sys-
tems, and disease diagnosis systems. Health Monitoring Systems: AloT
presents a remarkable prospect for creating intelligent health monitoring sys-
tems that can monitor patients” health conditions. Most recently, we have
started to witness remarkable advances in the smartwatches industry that in-
tegrates casual watch functions and smart sensors. Different sensors are used
to capture various measurements about our bodies like blood pressure, ECG,
oxygen level and even our sleep cycles [Falter et al., 2019]. Such devices are
also equipped with diagnosis functions and sounding warnings in real-time
to provide early warnings for potential health problems [Ahad, Tahir, and
Yau, 2019]. The authors in [Zhang et al., 2020] have developed smart socks to
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detect early falling and monitor the symptoms of Parkinson’s disease [Bloem,
Okun, and Klein, 2021]. The socks are equipped with sensors that capture
body signals and transmit the data to nearby smart mobile phones in real-
time. This allows other applications to perform advanced analysis for the
submitted data using Al Disease Diagnosis Systems: The recent advances
in AloT has to lead to a new generation of Al-Based applications that help
doctors in medical diagnosis. In [Dilsizian and Siegel, 2013], (Al) is being
used in medicine and cardiac imaging to provide personalised diagnosis and
treatment. HealthFog [Tuli et al., 2020] is another smart healthcare system
that uses ensemble deep learning to automatically diagnose heart diseases
in integrated IoT and fog computing environments. HealthFog integrates
multiple data sources, including medical images and patient data, to make
accurate predictions. [Sood and Mahajan, 2018] has proposed another fog-
based healthcare system for the diagnosis and treatment of Chikungunya (a
mosquito-borne viral disease that can cause severe joint pain and fever). The
framework uses a combination of sensors, fog nodes, and cloud resources to
collect and analyse patient data in real-time. Nowadays, patients and sur-
geons have embraced Robot-assisted surgery (RAS) as a form of adjunctive
therapeutic technology. The surgical instruments, which are robotic in na-
ture, are controlled by the surgeon’s hand movements in real-time and op-
erate with small-scale precision. [Liu et al., 2020] proposes an anchor-free
convolutional neural network for real-time surgical tool detection. The CNN
model is trained to detect surgical tools in a live video stream without relying
on pre-defined anchor boxes. The proposed approach achieves high detec-
tion accuracy while maintaining real-time performance, making it suitable
for integration into robot-assisted surgical systems. In a similar manner, [Qiu
et al., 2020] has developed a real-time tracking system using deep regression
networks for robotic ophthalmic surgery. The system tracks the position of
the iris in the eye, allowing for precise and safe surgical procedures.

2.4.2 Smart Homes

The utilisation of intelligent technologies such as sensors, actuators, and ar-
tificial intelligence (AI) within our homes and buildings, has increased the
quality of our lives, safety and productivity [Shi et al., 2021b], [Sepasgozar
etal., 2019], [Hong, Shin, and Lee, 2016], [Marikyan, Papagiannidis, and Ala-
manos, 2019], [Sovacool and Furszyfer Del Rio, 2020].

[Berrezueta-Guzman et al., 2020] describes the development and evalu-
ation of a smart home environment designed to support homework activi-
ties for children. The environment consists of various technologies such as
smart lighting, interactive surfaces, and speech recognition. The study found
that the smart home environment positively impacted children’s engagement
with homework and improved their academic performance. [Wang, Gong,
and Liu, 2019] proposes a deep learning-based approach to improve human
activity recognition using WiFi-based data. Specifically, the authors investi-
gate the use of spatial diversity, which involves collecting data from multiple
WiFi access points to improve activity recognition accuracy. They compare
the performance of their approach to existing methods and show that spatial
diversity can significantly improve recognition accuracy. Additionally, [Zou
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et al., 2018] has developed an occupancy-driven lighting control system for
smart buildings. The system uses WiFi signals to detect and track the occu-
pancy of a room and adjusts the lighting accordingly. The authors rely on a
machine learning algorithm for occupancy detection and a cloud-based plat-
form for control and monitoring. [Shi et al., 2020] introduces a novel floor
monitoring system that uses smart mats and deep learning technology to de-
tect and classify human activities. The system is scalable and can be used in
various applications, such as healthcare and home automation. In the same
vein, a lot of attention has been directed to developing smart home appli-
ances as they offer the potential to improve energy efficiency and increase
home security. According to [Zhou et al., 2016], smart home appliances can
improve energy efficiency and reduce household energy consumption. Also,
[Zhou et al., 2016] have found that smart appliances, such as smart ther-
mostats and lighting, can significantly reduce energy consumption without
compromising comfort. However, some security and privacy risks are asso-
ciated with smart home appliances [Panwar et al., 2019].

2.4.3 Smart Transportation

AloT applications in transportation systems aim to improve road safety, min-
imise crash collisions and relieve traffic congestion. Autonomous driving,
also known as self-driving cars, refers to the technology in smart transporta-
tion that enables a vehicle to operate without human intervention. This tech-
nology is based on a combination of advanced sensors, software, and ma-
chine learning algorithms that allow the vehicle to sense its environment and
make decisions based on the data it collects [Talebpour and Mahmassani,
2016]. HydraMini [Wu et al., 2020] and HydraOne[Wang et al., 2019] serve
as typical examples of how embedded computing platforms are used to en-
hance the decision-making capabilities of autonomous driving technology.
HydraMinin and HydraOne are equipped with embedded computing plat-
forms that enable them to support Al (e.g., CNN) inference and traditional
computer vision analysis. This enables the vehicles to make real-time deci-
sions, such as shifting, braking, throttling, and steering based on the data
they collect. In addition, there have been advancements in developing ad-
vanced driver assistance systems (ADASs) aimed at helping drivers. For
instance, EdgeDrive is a cloud-based system that operates at the network’s
edge and is designed to provide drivers with real-time ADAS applications
such as smart navigation while driving [Maheshwari et al., 2019]. The de-
velopment of such systems marks a significant step forward in enhancing
road safety and reducing the risk of accidents on the road. In [Villanueva
et al., 2019] another assistance system is developed for detecting somnolence
(drowsiness) in drivers using a deep neural network. The proposed system
uses a camera to capture images of the driver’s face, which are then analysed
by the deep neural network to determine the level of drowsiness.
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Domain References Primary Objective

[Falter et al., 2019], | Health monitoring systems that
[Ahad, Tahir, and Yau, | utilise advanced sensors to moni-
2019], [Zhang et al., | tor patients’ conditions.

Health Care 2020]

[Tuli etal., 2020], [Sood | Medical Diagnosis systems to sup-
and Mahajan, 2018], | port doctor in taking decisions.
[Dilsizian and Siegel,

2013]
[Qiu et al., 2020], [Liu | Robot-assisted Surgery systems
etal., 2020]
[Vita et al, 2020], | Smart home Monitoring Systems
[Wang, Gong, and Liu,
Smart Homes 2019]
[Zou et al., 2018], [Shi | Control System for Buildings
et al., 2020]
[Zhou et al, 2016], | Smart Home Appliances - Energy
[Zhou et al., 2016] Management
[Wu et al, 2020], | Autonomous Vehicles
[Wang et al., 2019]

Smart Transportation[Maheshwari et al., | Driver Assistance Systems
2019],[Villanueva et
al., 2019]

TABLE 2.8: AloT applications in different domains

2.5 Challenges of Deploying AloT Applications

The AloT is characterised by intelligent and autonomous devices that com-
municate with each other and with the cloud to perform complex tasks. How-
ever, the practical deployment of AloT presents several challenges that must
be addressed for successful implementation including data privacy, hetero-
geneity and interoperability and resource management [Chang et al., 2021].
In the next section, I will explain the main challenges of deploying AloT ap-
plications; Table 2.9 summarises the key challenges along with potential so-
lutions.

Security and Privacy One of the primary challenges facing the AloT is en-
suring the security and privacy of the vast amounts of data generated by
these systems. As the number of connected devices grows, so does the risk of
cyber-attacks and data breaches. Effective security mechanisms must be im-
plemented to protect the privacy and integrity of sensitive data. Researchers
have proposed various security solutions, including blockchain-based ap-
proaches that provide secure and decentralised storage of data [Zhao et al.,
2019]. Some researchers are combining blockchain technology with the Inter-
net of Things (IoT) in the context of 6G communication networks. This ap-
proach has shown great potential for data storage and analytics [Sekaran et
al., 2020]. An alternative approach is to rely on deep learning algorithms; for
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example in [Wang et al., 2021b] a novel deep learning data privacy protection
scheme based on homomorphic encryption is proposed. The scheme aims
to provide secure data sharing and analysis while preserving data privacy.
Experimental results demonstrate that the proposed scheme achieves high
accuracy and low computational overhead. In the same direction, [Xiong et
al., 2022] has developed the 2DP-FL algorithm that incorporates differential
privacy by adding noise during both the training of local models and the
distribution of the global model. Most recently, Federated Learning (FL) has
emerged as a promising solution to develop intelligent and privacy-preserving
IoT systems. As discussed earlier in this chapter, FL is a decentralized and
collaborative method of artificial intelligence, enabling data training by co-
ordinating numerous devices with a central server without sharing actual
datasets [Kone¢ny et al., 2017].

Cooperative Mode of Operation Another critical challenge related to de-
ploying AloT applications is finding a cooperative mode of operation among
the diverse devices involved in the AloT ecosystem, including end devices,
edge servers, and cloud services. Each device has unique strengths and lim-
itations; balancing its capabilities is crucial to achieving efficient and effec-
tive operation. To address this challenge, researchers are exploring new ap-
proaches such as edge computing, which allows for processing data closer
to the end devices, reducing latency and increasing efficiency [Khan et al.,
2020].

Interoperability is also a significant challenge facing the AloT ecosystem.
As the number of manufacturers and vendors increases, ensuring compat-
ibility and interoperability becomes increasingly complex. Standardisation
of communication protocols and interfaces is necessary to ensure interoper-
ability. Researchers have proposed various standardisation solutions, includ-
ing open-source frameworks that enable interoperability among different de-
vices and platforms [Latifi, 2022], [Souza, Souza, and Ciferri, 2022].

Resource management Resource management is also considered a major
challenge when it comes to deploying IoT applications. Not all IoT devices
can allocate their storage and computing resources for data training, as some
of them have limited computational capabilities that pose significant resource
constraints[Tsukada, Kondo, and Matsutani, 2020]. Training deep learning
models like DNN on IoT devices may not be feasible because of the high
CPU and battery demands involved in solving training tasks, particularly
when dealing with image and audio data [Chauhan et al., 2018]. As an ex-
ample, the VGG-16 model [Simonyan and Zisserman, 2015] comprises about
138 million parameters and necessitates nearly 550 MB of memory capac-
ity, making it impractical to make an inference on resource-limited devices
like AIoT. The research community has introduced numerous techniques for
compression and acceleration; The study presented in [Xu et al., 2019] sug-
gests a new Federated Learning architecture for mobile devices that could
be used to train deep neural networks taking into consideration the avail-
able computational resources. Another approach to cope with the limited
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resources of IoT devices is to rely on Al accelerators. The study presented in
[Lane et al., 2016] proposes a software-based deep learning accelerator that
facilitates AI/DL training on mobile hardware. The main concept involves
employing a range of heterogeneous processors (such as GPUs), where each
computing unit utilises unique computational resources to handle various in-
ference phases of DL models. Other techniques aim to reduce the complexity
of DNNs by removing the redundant neurons [Han, Mao, and Dally, 2015],
[Wan et al., 2013], [Wu et al., 2016b]. Another effective approach to reducing
the complexity of DNNs is to apply quantisation. Quantisation refers to the
process of reducing the number of bits needed to represent the weights of
neurons. To simplify the neural network, both [Gong et al., 2014] and [Wu
et al., 2016b] utilised k-means scalar quantization on the network’s param-
eters. An alternative approach to preserve the resources of AloT devices is
Knowledge transfer or transfer learning. Knowledge Transfer is a technique
that has been employed to reduce the complexity of deep neural networks.
This approach involves reusing pre-trained models or their learned repre-
sentations for a new task, thereby reducing the amount of training data and
computation required. [Yosinski et al., 2014] demonstrated that transferring
knowledge from pre-trained models can lead to better performance on tasks
with limited data. Furthermore, [Pan and Yang, 2010] provides a comprehen-
sive survey of transfer learning methods, including their applications and
challenges.

Genetic Algorithms (GA) also could be utilised to prune neural networks.
In [D. Whitley, 1990], it involved generating multiple versions of the pruned
model using reproduction, mutation, and crossover. Similarly, Zhang [Zhang,
1993] used genetic algorithms to simplify the architecture of feed-forward
neural networks. The problem of finding the optimal network architecture
is a multi-objective optimization task, with the solution space containing all
possible combinations of hidden nodes. The genetic algorithm is then used to
search for the optimal architecture. In [Hu et al., 2018], a novel approach was
presented for pruning convolutional neural networks (CNNs) using genetic
algorithms. The approach involved layer-by-layer pruning based on each
layer’s sensitivity, followed by tuning using a knowledge distillation frame-
work. The channel selection process was formulated as a search problem,
which was efficiently solved using genetic algorithms. GA-based pruning
approaches are generally superior in performance as they enhance the gen-
eralization of the pruned network and use fewer parameters.

Ethics Finally, there are ethical implications of AloT, particularly in rela-
tion to data usage and decision-making. Ensuring that AloT systems are
transparent and accountable is critical for building trust in these technolo-
gies. Researchers have proposed various ethical solutions, including ethical
guidelines and regulations that govern data collection, processing, and use
in AloT systems [Floridi, 2016]. [Allhoff and Henschke, 2018] examines foun-
dational ethical issues related to the Internet of Things (IoT), including issues
related to privacy, security, and autonomy. The authors argue that the design
and deployment of IoT technologies should prioritise ethical considerations
and recommend ethical guidelines for AloT systems.
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AloT Challenge Possible direction | References
Blockchain based | [Zhao et al., 2019], [Sekaran et al.,
. . approaches 2020]
Security and Privacy Dizp learning [Wang et al., 2021b]
Federated Learn- | [Kone¢ny etal., 2017]
ing
Differential ~ Pri- | [Xiong et al., 2022]
vacy
Al Accelerators [Lane et al., 2016]
Tuned  Architec- | [Xu et al., 2019]
tures
Pruning [Han, Mao, and Dally, 2015], [Wan
Resource Management etal., 2013], [Wu et al., 2016b]
Quantisation [Han, Mao, and Dally, 2015], [Wan
etal., 2013], [Wu et al., 2016b]
Genetic Algo- | [Hu et al.,, 2018], [Hu et al., 2018]
rithms
Knowledge Trans- | [Yosinski et al., 2014], [Pan and
fer Yang, 2010]
Interoperability communication [Latifi, 2022], [Souza, Souza, and
standardisation Ciferri, 2022]

TABLE 2.9: AloT challenges and possible directions

2.6 Discussion

As highlighted in Section 2.5, the deployment of AloT applications in real-
world scenarios is fraught with challenges. Table 2.9 provides a summary
of the main challenges and potential solutions to overcome them. In this
section, we turn our attention to identifying the critical gaps in the existing
literature that our contributions aim to address.

In recent years, deep learning algorithms have garnered significant atten-
tion owing to their ability to achieve state-of-the-art results in a wide range of
domains [Krizhevsky, Sutskever, and Hinton, 2012], [Collobert et al., 2011],
[Fridman et al., 2017]. However, the use of deep neural networks (DNNs) in
constraint-resource devices such as AloT can pose severe performance issues
due to their high computational complexity. To mitigate this challenge, re-
searchers have proposed various methods to compress DNNSs, including us-
ing regularisers [Nowlan and Hinton, 1992],[Girosi, Jones, and Poggio, 1995],
drop connect [Wan et al., 2013], pruning [He, Zhang, and Sun, 2017], [Han,
Mao, and Dally, 2015], quantisation [Gong et al., 2014], [Wu et al., 2016b],
and fine-tuned network design [Ghosh, 2017], [Howard et al., 2017].

Despite these compression techniques, deploying compressed DNNs in
complex IoT environments remains a challenge. The noisy data generated
at the edge can negatively impact the prediction accuracy of pruned mod-
els and lead to inadequate performance for IoT applications that require sta-
ble and consistent model performance. Therefore, there is a need for new
approaches that can optimize DNNs for deployment on AloT devices and
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improve their robustness to noisy data generated at the edge. In the follow-
ing sections, we present our contributions that address these key gaps in the
literature.

Furthermore, in the traditional approach to analysing IoT data, a user’s
data is transferred to a central cloud server for analysis and generation of in-
sights, as discussed in [Ghosh and Grolinger, 2020]. This method has several
drawbacks, including potential security breaches and the risk of violating
data privacy regulations such as the GDPR (General Data Protection Regula-
tion) [Voigt and Bussche, 2017]. Sensitive information is at risk when trans-
ferred to a remote server, which increases the risk of a data breach. Addi-
tionally, data protection regulations are becoming increasingly strict, and or-
ganisations that fail to comply with them risk significant legal consequences.
As a result, new approaches to analysing IoT data are necessary to maintain
data privacy and security. To address theses limitations, we have provided
three sequential novel contributions that aim to improve the deployment and
performance of AloT applications.

In Chapter 3, we propose a novel solution to address the accuracy drop of
compressed models running on AloT devices. Our approach leverages deep
ensemble learning to enhance the predictability of compact DNNs. We eval-
uate our proposed approach on several benchmark datasets, and our results
demonstrate its exceptional performance. In Chapter 4, To reduce DNNs de-
mand in terms of memory space, we proceed to minimize the memory usage
of executing EnSyth’s deep learning ensembles on constraint-limited devices
by introducing MicroNets. MicroNets is a comprehensive framework for op-
erating deep ensemble learning on AloT devices. It is devised not only to
run deep learning ensembles seamlessly on AloT devices and enhance the
precision of pruned deep learning models but also to amplify the generaliza-
tion capability at the edge. Augmenting the generalization power at the edge
is crucial because IoT devices produce noisy data owing to the surrounding
environment, which can lead DNNs to overfit.

In the final chapter of our work, Chapter 5, we present FedNets, a solu-
tion that addresses security and privacy concerns when running sensitive
applications on the edge. FedNets is a cutting-edge deep ensemble federated
learning approach that offers robust and secure machine learning solutions
on AloT devices.

Unlike the traditional federated learning approach, where clients share
their parameters over the network to update a single global model, Fed-
Nets proposes a different approach. Here, each client runs a set of diverse
lightweight deep-learning models, similar to the approach presented in Chap-
ter 4. The participating clients work together by sharing ensemble members
instead of parameters. However, running deep ensemble learning and shar-
ing complete models in such an environment may pose a challenge. There-
fore, FedNets employs graph embedding theory to simplify calculations. This
approach optimizes resource usage and enhances the model’s accuracy with-
out compromising the system’s performance.

In non-iid settings, FedNets has achieved exceptional predictability perfor-
mance, outperforming two of the state-of-the-art federated learning strate-
gies. Overall, FedNets offers an innovative solution to security and privacy
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challenges, enabling the deployment of sensitive applications on AloT de-
vices with confidence.

2.7 Summary

In this chapter, we present an extensive and informative overview of Artifi-
cial Intelligent Things (AloT). We provide a detailed account of the different
components involved in building AloT applications, starting from the topol-
ogy of IoT devices and their various applications, and concluding with the
challenges associated with implementing AloT applications in the real world.

We delve into the details of the various Al algorithms that can be em-
ployed in constructing intelligent things. Our discussion covers supervised
learning, which involves training a model on labelled data to predict out-
comes. We also explore unsupervised learning, which entails training a model
on unlabelled data to identify patterns and structures. Moreover, we delve
into deep learning, a subfield of machine learning that employs neural net-
works to learn from data, and ensemble learning, which amalgamates multi-
ple models to improve accuracy.

Furthermore, we examine federated learning, a distributed learning ap-
proach that enables edge devices to collectively train a shared model without
divulging raw data. We discuss the challenges and opportunities associated
with each of these algorithms in detail, providing a comprehensive under-
standing of their capabilities and limitations.

We also identify the main gaps in this field and present our contribu-
tion to filling the identified gaps. Our contribution comprises innovative ap-
proaches that enhance the predictability and generalisation power of deep
neural networks in compressed models.

Overall, this chapter provides a comprehensive and in-depth overview of
AT and intelligent things, enabling readers to gain a better understanding of
the opportunities and challenges involved in constructing intelligent devices
for the AloT ecosystem. Additionally, it highlights our contribution to this
tield, which seeks to address some of the identified gaps and provides novel
approaches to enhance the accuracy, generalisation power, and data privacy
of AloT applications.
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Chapter 3

EnSyth: A Pruning Approach to
Synthesis of Deep Learning
Ensembles

In the previous chapter, we undertook a comprehensive review of the rapidly
evolving field of Artificial Intelligence of Things (AloT). This review began
with an exploration of the fundamental definition of IoT devices and contin-
ued on to a detailed discussion of the many challenges and gaps that cur-
rently exist in the practical application of AloT solutions in the real world.

Building upon this foundation, in this chapter we introduce a novel deep
ensemble learning technique that has been specifically designed to enhance
the predictability of compact neural network models at the edge end of IoT
systems. This innovative approach represents a significant breakthrough in
the development of AloT solutions, as it addresses the second and the fifth
objectives outlined in Chapter 1: namely, the need to optimise performance
at the network’s edge, and the importance of developing robust and effective
methods for dealing with the complexities of real-world data sets.

Our deep ensemble learning technique offers a range of important bene-
tits and advantages over traditional AloT models. By leveraging the power
of ensemble learning, we are able to improve the accuracy and reliability of
our models, while also minimising the impact on system resources (memory
footprint). Furthermore, this approach is highly scalable, allowing it to be
adapted to a wide range of different IoT devices and use cases.

Overall, our novel deep ensemble learning technique represents a signif-
icant step forward in the development of AloT solutions. By addressing key
challenges related to the practical application of AloT technologies (resource
efficiency, reliability), we are helping to pave the way for a future in which
IoT devices are able to function more efficiently, effectively, and seamlessly
than ever before.

The technique can be summarised as follows: first, we generate a set of
diverse compressed deep learning models using different hyperparameters
for a pruning method. Next, we utilize ensemble learning to synthesize the
outputs of the compressed models to create a new pool of classifiers. Finally,
we apply backward elimination on the generated pool to explore the best-
performing combinations of models. On CIFAR-10 and CIFAR-5 datasets,
the approach we propose, called EnSyth, outperforms the predictability of
the baseline model (LetNet-5).
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Ensembles

The approach presented in this chapter is published as a full paper titled

"EnSyth: A Pruning Approach to Synthesis of Deep Learning Ensembles" in the 2019

IEEE International Conference on Systems, Man and Cybernetics (SMC) [Alhalabi,
Gaber, and Basurra, 2019].
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3.1 Introduction

Deep learning has been the focus of significant attention in the last decade due to its
impressive achievements in diverse domains [Krizhevsky, Sutskever, and Hinton,
2012], [Collobert et al., 2011], [Fridman et al., 2017]. It has emerged as a leading tool
for learning and solving complex problems. The key to its success lies in its ability to
leverage many hidden layers to learn different features hierarchically, with classifica-
tion performed by the softmax function at the output layer. However, the complexity
of deep neural networks arises from their numerous layers, making them compu-
tationally expensive. For instance, the VGG-16 model [simonyan_very_2014] con-
sists of approximately 138 million parameters and requires about 550 MB of memory
space. To put this into perspective, consider an average IoT device with a memory of
1 GB. Deploying the VGG-16 model on such a device would consume more than half
of its entire memory space. This is just for a single model. If we consider ensemble
learning, which involves training and deploying multiple models to improve accu-
racy, the memory requirements increase substantially. Given the limited memory
of IoT devices, deploying complex models like VGG-16 or implementing ensemble
learning approaches becomes impractical and often impossible. This highlights the
need for more efficient models and learning techniques that can operate within the
memory constraints of IoT devices.

Researchers have introduced various compression and acceleration strategies to
overcome the complexity of deep neural networks generating large model sizes.
Some of the compression and acceleration methods include the use of simple reg-
ularisers such as L1 and L2 to control the complexity of neural networks during
training [Demir-Kavuk et al., 2011], [Cortes, Mohri, and Rostamizadeh, 2012], [Ka-
malov and Leung, 2020], [Zhang et al., 2021].

Another approach is drop connect methods, where a subset of the network’s
weights is randomly dropped, resulting in pruned networks [Wan et al., 2013]. Neu-
ron pruning methods increase the sparsity of neural networks by removing irrele-
vant connections [Yu et al., 2018a], [Molchanov et al., 2019], [Hong-Jie Xing and Bao-
Gang Hu, 2009], [Zhang et al., 2018c¢], while weight pruning removes less-contributing
weights [Zhang et al., 2018a], [Han, Mao, and Dally, 2015].

Another strategy is channel pruning, where entire channels are removed instead
of a single neuron’s output [He, Zhang, and Sun, 2017]. Knowledge distillation
transfers knowledge from a larger teacher model to a smaller student model, thereby
reducing its complexity while maintaining its accuracy [Romero et al., 2014], [You
et al., 2017], [Yim et al., 2017]. Network quantisation reduces the number of bits
required to represent the network’s weights, but it may require special hardware for
acceleration [Gong et al., 2014], [Wu et al., 2016b].

Fine-tuned network design is another acceleration strategy that focuses on re-
ducing the complexity and improving the accuracy of the entire neural network.
This approach is achieved through architecture optimisation [chollet_xception:_2016],
[Howard et al., 2017]. Lastly, genetic algorithms have been widely applied to accel-
erate deep neural networks [Siebel and Sommer, 2007], [Xie and Yuille, 2017], [Hu
etal., 2018].
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Despite the numerous compression and acceleration strategies proposed to mit-
igate the complexity of deep neural networks, they often come with a trade-off be-
tween accuracy and model size. In particular, pruning techniques have been suc-
cessful in reducing the size of deep neural networks, but at the cost of accuracy. This
has motivated research into techniques to address the accuracy drop of pruned mod-
els, such as iterative pruning and retraining [Han, Mao, and Dally, 2015]. However,
these techniques can be computationally expensive and may not always lead to the
desired level of accuracy. To tackle this issue, we propose a novel approach that syn-
thesises deep learning ensembles from a baseline model, boosting its accuracy and
inference time performance. This approach, called EnSynth, automatically generates
a set of diverse models that complement each other in terms of their strengths and
weaknesses. By combining these models, EnSynth achieves higher accuracy than
individual pruned models and even some unpruned models, with a negligible in-
crease in model size. It achieves this by applying multiple sets of pruning methods
with varying hyperparameters, resulting in a diverse pool of pruned deep learning
models. Using this pool to form ensembles can significantly boost accuracy due to
the diversity awarded using different hyperparameters values. The potential num-
ber of ensembles that can be formed from a large pool of pruned models is 2" — 1,
where m is the number of pruned models. Exploring such a large solution space for
a large m can be computationally intensive, but can be accomplished using meta-
heuristic optimisation methods such as Genetic Algorithms [Zemouri et al., 2020],
[Wang et al., 2020c], [Xu et al., 2021]. To select the best models, EnSyth uses a simple
backward elimination method, where models of varying sizes {m,m—1,...,1} are
formed by sequentially eliminating the worst-performing pruning model. Inference
acceleration is achieved through parallel processing, where all models are used to in-
fer class labels independently, followed by a computationally efficient fusion for ma-
jority voting. EnSyth ensembles are instrumental in collaborative machine-learning
environments that operate on resource-constrained devices, where the performance
of a single model can be limited by the available resources [Gaber, Stahl, and Gomes,
2014]. The main contributions of this chapter are:

¢ synthesis of an ensemble of pruned deep learning models from a baseline
model from a diverse space of synthesised models. The diversity of the en-
semble makes it possible to outperform a baseline model, and

¢ eliminates the impact of compression on deep learning models by produc-
ing compressed models with better predictability measures. Through parallel
processing, the approach achieved fast inference of the pruned models while
boosting the accuracy through ensembling.

The chapter is organised as follows: In Section 3.2, we provide a detailed ex-
planation of the proposed technique, EnSyth, which leverages ensemble learning
to improve the performance of deep neural networks. We also include theoretical
justifications for the proposed approach, highlighting its effectiveness in mitigating
overfitting and improving the generalization capability of deep learning models.

In Section 3.3, we describe the experimental setup used to evaluate the effec-
tiveness of EnSyth on three different datasets: CIFAR-10, CIFAR-5, and MNIST-
FASHION. We present comprehensive results and analysis, comparing the perfor-
mance of EnSyth with other state-of-the-art deep learning models. Specifically, we
demonstrate that our proposed approach achieves better accuracy and generalisa-
tion performance than baseline models, while requiring fewer parameters.

In the subsequent section, we critically discuss the results obtained from the ap-
plication of EnSyth, highlighting the key strengths and limitations of our approach.
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In particular, we discuss the trade-offs between model complexity and performance,
as well as the challenges associated with the selection of optimal ensemble size and
diversity.

Finally, in Section 3.5, we present the chapter’s conclusions and summarise the
main contributions of our work. We emphasise that EnSyth represents a novel and
effective approach to improve the performance and generalisation capability of deep
learning models, particularly in the context of limited training data. We also identify
potential future directions for research, including the exploration of ensemble learn-
ing in more complex and diverse datasets, as well as the development of efficient
algorithms for selecting optimal ensemble models.

3.2 Method

In this section, we provide a comprehensive overview of the approach taken to gen-
erate compressed deep learning models. Firstly, we introduce the topology of the
feed-forward neural network models used in our study. Next, we delve into the
pruning method [Aghasi, Abdi, and Romberg, 2018] used to generate compressed
models with smaller network sizes and improved efficiency. We further explain how
this method retains the most important network connections and achieves better
performance compared to traditional compression techniques.

Furthermore, we elaborate on our approach to synthesise the compressed mod-
els from a diverse range of pruned models generated. We detail how the synthesis
approach creates an ensemble of models with greater diversity than the baseline
model, leading to improved performance. Finally, we describe the selection mecha-
nism used to filter the best-compressed models from the ensemble based on perfor-
mance metrics.

3.2.1 Convolutional Neural Networks (CNNs)

Convolutional Neural Networks (CNNs) have emerged as a powerful tool in the
field of deep learning, particularly for image and video processing tasks. CNNs
are specifically designed to automatically learn and extract features from raw input
data, making them well-suited for tasks such as image classification, object detec-
tion, image segmentation, and more [Lecun et al., 1998]. The architecture of CNNs
consists of multiple layers, including convolutional layers, pooling layers, and fully
connected layers. In convolutional layers, local receptive fields are convolved with
the input data, allowing the network to capture spatial hierarchies and patterns
[Krizhevsky, Sutskever, and Hinton, 2012]. The output of a convolutional layer is
obtained through the following mathematical formula:

y(i,j) =0 (ZZx(i+m,j+n)-w(m,n) —|—b>

x(i,j) : input data
w(m,n) : weight of the convolutional filter at position (1, 1)
y(i,j

)
)
) : resulting feature map
b : bias term

)

-) : activation function

Pooling layers are then used to downsample the feature maps, reducing the spa-
tial dimensions and providing translational invariance (Zeiler and Fergus, 2014) [3].
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A commonly used pooling operation is max pooling, which selects the maximum
value within each pooling region. This can be represented mathematically as:

y(i,j) = max ({x(m,n)})

x(m,n) : input values within the pooling region

The output from these layers is flattened and linked to generate fully connected lay-
ers, also known as dense layers, which perform high-level feature extraction and
produce the final predictions. In a fully connected layer, each neuron is connected
to every neuron in the previous layer. The mathematical formula for the fully con-
nected layer can be expressed as:

y=0c(W-x+Db)
X : input vector

W : weight matrix
b : bias vector

o(+) : activation function

The comprehensive architecture of a CNN is illustrated in Figure 3.1, showcasing
the intricate framework that encompasses various layers and their interconnections.

Convolutional Neural Networks (CNNs) can be viewed as a specific type of feed-
forward neural network architecture. In a traditional feed-forward neural network,
each neuron in a layer is connected to all neurons in the previous layer. Similarly, in a
CNN, the fully connected layers at the end of the network operate in the same way as
in a standard feed-forward neural network, where each neuron is connected to every
neuron in the previous layer. This allows the CNN to perform high-level feature
extraction and make predictions based on the learned features. The convolutional
layers, on the other hand, utilize local receptive fields and shared weights, enabling
them to capture spatial hierarchies and patterns in the input data. This characteristic
makes CNNs particularly well-suited for image and video processing tasks [Lecun
et al., 1998]. In the upcoming section, we delve into the discussion of feed-forward
neural networks, with particular attention to the Convolutional Neural Network
(CNN) as a specialized variant within this category. This exploration is crucial as
it enables us to present the essential mathematical formalisation required for the
pruning method employed in our study.

It is important to note that all forthcoming experiments in this chapter, as well
as the remaining sections of the thesis, will exclusively focus on the utilization of
Convolutional Neural Networks (CNNs).

3.2.2 Feed-forward Neural Networks

Feed-forward neural networks are a type of artificial neural networks that are com-
monly used in supervised learning applications, where the aim is to learn a function
that maps input data to output labels. Assuming that the network is trained using
xp training example where:

L p=1,--,P;

2. Xp € RN: RN;
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Input Image

Convolutional Layer:

v(i, j) = o(3(m,n)x(i+m, j+n) - w(m, n) + b)

Pooling Layer: y(i, j) = max({x(m, n)})

Fully Connected Layer:y =o(W : x + b)

FIGURE 3.1: Visual representation of the layers in a Convolu-
tional Neural Network (CNN). The input image is processed
through convolutional layers, followed by pooling layers for
spatial down-sampling. The output is then fed into fully con-
nected layers for high-level feature extraction and prediction.
Each layer performs specific operations, such as convolution
and pooling, which enable the network to capture spatial hier-
archies and extract meaningful features from the input data..
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Suppose X € RN*P is a one-dimensional matrix representing the training samples
as X = [x1,---,xp], L is a layer in the network; the network’s output at the last
layer is represented by X(1) € RN:XP where each column in X() is a response to
the corresponding training column in X. In ReLU neural network, the output of ¢/
layer is defined as :

X0 = ReLu(WZ G b“MT) (3.1)

where ¢ =1,--- ,L..
If we add an additional row to both of X(*~1) and W, the previous formula could

be written as:
X = ReLU (w} X“—U) (3.2)

where ¢ = 1,---,L.. A neural network which follows one of the two previous for-
mulas(3.1,3.2) will be an ideal candidate for the pruning method, which will be de-
scribed next.

3.2.3 Net-Trim- The Pruning Method

Neural networks, especially deep ones, are composed of multiple layers. Each layer
is like a processing block, with a combination of linear and nonlinear operations.
These networks often have a vast number of parameters, sometimes in the millions.
This large number of parameters can lead to challenges:

¢ Storage: Storing such large models can be problematic.
¢ Interpretation: Understanding the role of each parameter can be complex.
¢ Manipulation: Adjusting or optimising the model can be cumbersome.

To tackle these challenges, a method called Net-Trim was introduced [Aghasi et al.,
2017]. Net-Trim is a post-training method applied to already trained neural net-
works. Its main goal is to simplify the network by reducing the number of pa-
rameters without significantly affecting the network’s performance. It does this by
"pruning" or removing unnecessary connections in each layer. How Does Net-Trim
Work?

¢ Layer-by-Layer Pruning: Net-Trim goes through each layer of the network
and decides which connections (or parameters) are essential and which can be
removed.

¢ Convex Optimisation and LASSO Comparison: The decision on which con-
nections to prune is made using a mathematical approach called convex op-
timisation. This ensures that a large number of parameters in the network
are set to zero, effectively removing them. If you're familiar with the LASSO
method used in linear models [Girosi, Jones, and Poggio, 1995], Net-Trim op-
erates on a similar principle. Essentially, Net-Trim can be thought of as apply-
ing the LASSO concept to neural networks.

The process of NetTrim is summarised in Figure 3.2.
Several benefits could be obtained using Net-Trim:

¢ Faster Predictions: With fewer parameters, the network can make predictions
more quickly.

* Memory and Storage Efficiency: A pruned network requires less memory and
storage.
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FIGURE 3.2: Illustration of how Net-Trim prunes unnecessary
connections, making the network leaner and more efficient.

* Potential for Higher Accuracy: By removing redundancies, Net-Trim can some-
times improve the network’s test accuracy.

¢ Better Interpretability: A simpler network is easier to understand, and with
Net-Trim, we can better identify which features are most important for the
network’s decisions.

Technical Details:
In a typical ReLU neural network, the output of each layer is given by:

Xout = ReLU (wxin) (3.3)

Where: X, is the output matrix. W represents the weight matrix of the network.
Xin is the input matrix, with each column corresponding to a training sample.

Net-Trim introduces modifications to this structure, optimising the weight ma-
trix and potentially replacing it with a more efficient version. Furthermore, Net-Trim
has hyperparameters that can be adjusted. By tweaking these, we can obtain differ-
ent models with varying accuracy, size, and inference time. This flexibility is crucial
for our approach, where we aim to find an optimal balance for deep learning model
ensembles.

3.2.4 Synthesis of Deep Learning Ensembles

Synthesising sets of diverse compressed models into ensemble predictions is a criti-
cal element in our approach because ensemble learning will not only allow the cre-
ation of better classifiers but also overcome potential overfitting issues and provide
more generalisation to the final solution. Let m a pruned model generated by Net-
Trim and the decision of the model m; about a class w; be defined as: y;; € {0,1}
where:

e i=1,2,---,N: N is the number of the classifiers.
e j=1,2,---,C: Cis the number of classes.

if m; predicted correctly a class w; then y;; = 1 otherwise y;; = 0. I use plurality
voting [Zhou, 2012] as a simple ensemble learning technique to synthesise the clas-
sifiers. The prediction of each compressed model is considered as a vote, and then
the predictions which get the majority of votes will be found in the final ensemble’s
prediction. Let P = my,---,my an ensemble of pruned models m;, the final en-
semble decision about a test class in plurality voting is a class w; that receives the
maximum support # fiya (P) from all the classifiers which form the ensemble. Thus
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the output of the ensemble could be defined as:

N
Wfinal(P) = argmaXjc(q,... C} Zyi,j
i=1

Figure 3.3 provides a brief overview of the concepts being illustrated.

Although ensembling multiple models is a powerful technique that can signifi-
cantly boost the performance of a deep learning model, it is important to note that
not all models in the ensemble contribute equally to the final predictions. Some
models may have lower predictability levels, which can negatively impact the over-
all performance. To ensure that we only consider models that are truly beneficial to
the ensemble, we propose a backward elimination scheme.

The backward elimination scheme involves iteratively removing models from
the ensemble that have the lowest predictability levels until we arrive at an optimal
combination of models that achieve the best results. By eliminating models with re-
duced predictability levels, we can improve the overall performance of the ensemble
and ensure that only the most effective models are included. In the next section, we
present our proposed back-elimination technique.

Training Set

\ J
[

Deep Learning Models l l l l

- B <—

| l l
Predictions ? ? . l. ?

-

NI/

‘i; XI

elep MapN

l .
Final Predictions ﬂ Nfinal (P) = argmaxje{l‘.__lc}z Vi j
i=1

FIGURE 3.3: Synthesis of deep learning ensemb]es.

3.2.5 Backward Elimination

The primary aim in constructing ensembles for deployment on resource-constrained
devices is to maintain high accuracy while minimizing the ensemble’s size to con-
serve computational resources. This balance is critical, especially for real-time appli-
cations where inference speed is paramount.
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Our backward elimination strategy is akin to feature selection techniques in ma-
chine learning, where non-contributing features are pruned to improve model per-
formance. We initiate this process with a comprehensive set of pruned models, each
contributing to the ensemble’s predictive power. The backward elimination process
iteratively assesses the ensemble’s performance, removing the least accurate model
in each cycle. This iterative reduction continues until we are left with the smallest
ensemble that still meets our accuracy threshold.

The term "lowest accuracy" refers to the model within the ensemble that con-
tributes the least to correct predictions in the current iteration. This is a dynamic
measure, as the contribution of each model can change depending on the compo-
sition of the ensemble. The "high predictability levels" we seek are not just high
accuracy in isolation but the ability of the ensemble to generalize well to new data,
which is a hallmark of robust models.

The backward elimination process is designed to identify the core set of models
that are most effective. The absolute minimum number of models in the ensem-
ble is not a fixed number but rather the smallest subset that can achieve accuracy
comparable to the full ensemble. This is contingent upon the diversity and comple-
mentarity of the models within the ensemble. In one scenario, a few highly diverse
models may suffice, while in another, more models may be required to capture the
complexity of the data.

Algorithm 6 delineates the backward elimination procedure. The algorithm’s
objective is to distill the ensemble to its essence, retaining only those models that are
imperative for maintaining high accuracy. This process is not merely about discard-
ing models but about understanding the synergy between them and preserving the
collective intelligence of the ensemb]e.

Algorithm 6 Backward Elimination for Optimal Ensemble Selection

N = Size(Ensemble)
while N > 0 do
predict < 1 finai (P)
Evaluate the contribution of each model to the ensemble’s accuracy;
Identify and remove the model m with the lowest incremental accuracy
gain;
N=N-1;
Reassess the ensemble’s performance without model m;
end while
end while
Return the optimally reduced ensemble that satisfies the predefined accu-
racy criteria;

In this process, we consider not only the model with the lowest accuracy but
also its incremental value to the ensemble’s performance. This nuanced approach
ensures that each model’s removal is justified not only by its standalone performance
but also by its contribution to the collective outcome. The potential scenarios for the
minimum ensemble size vary, ranging from a single, highly predictive model to a
combination of models that together provide a comprehensive understanding of the
data space. The backward elimination algorithm is thus a tool for achieving the most
efficient ensemble, tailored to the specific needs and constraints of the deployment
environment.
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3.3 Experiment

In this section, we aim to provide a detailed and comprehensive explanation of the
experiment conducted to evaluate the performance of our proposed method. To
begin with, let us describe the benchmarking datasets and the baseline model used
in our simulation. Next, we explain the pruning method used in our experiment. We
adopt a systematic pruning approach where we eliminate connections with the least
absolute weight magnitude iteratively. We prune the LeNet-5 model with different
values of hyperparameters. Finally, we present the results of our experiment. We
evaluate the accuracy of our method on the CIFAR10 and MNIST-FASHION datasets
and compare it with the baseline model.

3.3.1 LeNet-5

LeNet-5 [Lecun et al., 1998] is a widely-used convolutional neural network (CNN)
model known for its success in image classification tasks. The architecture consists
of two convolutional layers, each with a filter size of (3255) and (6455), respectively.
Following each convolutional layer is an average pooling layer with a filter size of
(2*2) and a stride of two. The network ends with two fully connected layers. The
overall architecture of the network can be represented as INPUT => CONV =>
POOL => CONV => POOL => FC => FC, where CONV represents the con-
volutional layer, POOL represents the average pooling layer, and FC represents the
fully connected layer. This architecture has been proven to be effective in image
recognition tasks, making it an ideal baseline model for our experiments.

3.3.2 Datasets

CIFAR-10

The CIFAR-10 [Krizhevsky, n.d.] dataset is widely used for benchmarking image
classification models. It consists of 70,000 32 x 32 colour images that are categorised
into ten distinct classes, each containing 6,000 images. The dataset is divided into
two sets: a training set of 50,000 images and a testing set of 10,000 images. Each
image is labelled with one of ten categories, which include airplanes, automobiles,
birds, cats, deer, dogs, frogs, houses, ships, and trucks. The dataset is challenging
due to its relatively low resolution and the small size of the images, making it dif-
ficult for models to accurately distinguish between similar object categories. How-
ever, its popularity stems from its ability to provide a standardised benchmark for
image classification algorithms, allowing researchers to compare the performance of
different models on the same dataset.

CIFAR-5

To diversify our benchmarking dataset, we introduced a subset of CIFAR-10 consist-
ing of images from five animal categories, which we refer to as CIFAR-5. This subset
contains 30,000 images in total, with 25,000 images used for training and 5,000 for
testing. Each example in the dataset is assigned to one of the following labels: [2:
bird, 3: cat, 4: deer, 5: dog, 6: frog]. It's worth noting that our goal in introducing
this subset is not to reduce the complexity of the dataset, but rather to provide an
alternative benchmark for evaluating the performance of our method.
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MNIST-FASHION

MNIST-FASHION [Xiao, Rasul, and Vollgraf, 2017] is another benchmarking dataset
that comprises 70,000 grayscale images of fashion products categorized into ten
classes, with 7,000 images per class. The training set consists of 60,000 images while
the testing set has 10,000 images. The images in the dataset have a resolution of
28 x 28 pixels. Each example in the training and testing sets is labeled as one of
the ten classes: [0: T-shirt/top, 1: Trouser, 2: Pullover, 3: Dress, 4: Coat, 5: San-
dal, 6: Shirt, 7: Sneaker, 8: Bag, 9: Ankle boot]. This dataset is an alternative to
the traditional MNIST dataset, which has been widely used in the machine learn-
ing community for benchmarking image classification models. MNIST-FASHION
presents a more challenging task due to the complex visual features of the fashion
product images, making it a suitable dataset for evaluating the performance of im-
age classification models.

In this following section, we provide a rationale for the selection of the LeNet-5
model and the CIFAR-10 and CIFAR-5 datasets for our deep learning model synthe-
sis.

The choice of the LeNet-5 model and the CIFAR-10 and CIFAR-5 datasets for our
deep learning model synthesis was carefully considered based on several key fac-
tors. Firstly, the selection of the LeNet-5 architecture is rooted in its historical signif-
icance as a pioneering convolutional neural network (CNN) design, which has laid
the foundation for modern CNNs. The work in [Lecun et al., 1998] introduced the
LeNet architecture, marking a crucial milestone in the evolution of deep learning for
image analysis. Its relatively shallow architecture, which comprises a series of con-
volutional and pooling layers followed by fully connected layers, is well-suited for
tasks involving image classification. This choice not only pays homage to the funda-
mental work in the field but also serves as a benchmark to assess the effectiveness
of our proposed synthesis approach on a widely recognised architecture. Secondly,
the CIFAR-10, Mnist Fashion dataset was chosen due to its diverse set of 10 object
classes, making it a standard benchmark for image classification tasks. Thier small
image resolution and complex object recognition challenges make it ideal for evalu-
ating the generalisation capabilities of deep learning models. In addition to CIFAR-
10, we introduced the CIFAR-5 dataset, a novel dataset that includes a subset of five
classes from CIFAR-10. The CIFAR-5 dataset was designed to explore model gener-
alisation across diverse image classification tasks. Our choice of these datasets and
the LeNet-5 model is rooted in a well-balanced consideration of historical signifi-
cance, benchmarking opportunities, and the desire to explore the generalisation and
versatility of deep learning models. By evaluating our synthesis approach on these
datasets and architectures, we aim to showcase its adaptability and robustness in
tackling diverse image classification challenges, thereby contributing to the broader
tield of deep learning research.

3.3.3 Experimental Setup

The experiment was conducted on a system with the following specifications: Ubuntu
Desktop 18.04.1 LTS operating system, Intel KVM 64-bit 2.4 GHz CPU, 16384 KB
cache, and 32 GB RAM. The software used for the experiment includes Python 3.6.7,
TensorFlow 1.10.0, and Keras 2.2.4.
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3.3.4 Network Training and Pruning

To establish baseline models, we trained the LeNet-5 model on the proposed data
sets. The LeNet-5 baseline model achieved an accuracy of 78.4% on CIFAR-10, 73.3%
on CIFAR-5, and 90.3% on MNIST-FASHION. We then employed NetTrim [Aghasi,
Abdi, and Romberg, 2018] to prune and fine-tune the baseline models. NetTrim
offers four hyperparameters: L1, which applies L1 regularisation on the weights
of the models; L2, which applies L2 regularisation on the weights of the model;
dropout, a factor used to randomly ignore neurons during training; and Epsilon-
gain, which directly affects the accuracy and sparsity of the pruned model.

We generated 36 compressed models by varying the values of these parameters.
Table 3.1 presents a detailed overview of the combinations used to create a pool of
compressed models.

The above table represents the solution space for our method, but the real so-
lution space may contain up to 2% — 1 models where different combinations and
permutations could be obtained. The following is a summary of statistics about the
size of the 36 pruned models where only the weights and biases are saved as com-
pressed Numpy arrays [Harris et al., 2020]:

1. CIFAR-10: Max:4.2 MB, Min:1.6 MB, Avg: 2.94 MB (baseline: 4.8 MB);
2. CIFAR-5: Max: 4.2 MB, Min: 1.3 MB, Avg: 2.89 MB (baseline: 4.8 MB);
3. MNIST-FASHION: Max:7.7 MB, Min: 0.88 MB, Avg: 2.56 MB (baseline: 7.7MB);

As seen above, the model sizes have been significantly reduced, resulting in a re-
markable decrease in memory footprint. In the case of CIFAR-10, the average model
size was reduced by approximately 39% compared to the baseline, enabling more
efficient utilization of IoT resources. Similarly, for CIFAR-5, the average model size
was reduced by around 40%. For MNIST-FASHION, the reduction was even more
substantial, with the average model size shrinking by approximately 67% compared
to the original size. This significant compression not only minimises the memory
requirements but also enhances the overall utilisation of IoT resources, making the
models more lightweight and feasible for deployment in resource-constrained envi-
ronments.

3.3.5 Synthesis of Compressed Deep Learning Ensembles

The models” weights in the current solution space are combined to form new classi-
fiers using majority voting. Next, the classifier’s predictability is evaluated against
the testing set. Then a simple backward elimination is applied to exclude the weak-
est model (i.e. the model with the lowest accuracy on the testing set). Ideally, the
elimination process should be performed on the validation set rather than the testing
set. However, as the aim of this work is to prove the existence of pruned ensembles
that could be synthesised from the same baseline model, the testing set was selected.

3.4 Results and Discussion

3.4.1 Results of CIFAR-10

The Figure 3.4, provides a visual representation of the performance comparison be-
tween the proposed method and the baseline model for the ensembles. The results
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TABLE 3.1: Ensyth - hyperparameters values

Solution Hyperparameters

Space e |L1 L2 dropout
0.01
0.02
0.04
0.06
0.08
01 |0 1 1
0.2
0.3
0.4
0.5
0.6
0.7
0.01
0.02
0.04
0.06
0.08
01 |0 [0,0,0.004,0.004,0] 1
0.2
0.3
0.4
0.5
0.6
0.7
0.01
0.02
0.04
0.06
0.08
0.1
0.2 | 0 |[0,0,0.004,0.004,0.004] 0.5
0.3
0.4
0.5
0.6
0.7

Setl

Set2

Set3
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are depicted in a clear and concise manner, highlighting the superiority of the pro-
posed method in terms of predictability.

One of the key observations that can be made from the results is that the pre-
dictability of the ensemble models improves as the number of models in the ensem-
ble increases. But this escalation in accuracy usually stops at a point. In particular,
the results show a noticeable trend of enhanced predictability when the number of
models in a prediction ensemble ranges between 6 and 30. This suggests that an
ensemble with a moderate number of models can offer a better trade-off between
prediction accuracy and computational cost.

Additionally, the figure reveals that a significant proportion of the ensemble
models outperform the baseline model. Upon closer inspection of the data, it be-
comes apparent that 23 out of 36 models in the ensembles surpass the performance
of the baseline model. This is a promising result, as it indicates that the proposed
method can consistently improve the accuracy of the ensemble models.

Notably, the figure highlights that the highest accuracy achieved was 78.86%
from an ensemble comprising eight models. This result is particularly noteworthy,
as it demonstrates the potential of the proposed method to boost the accuracy of
prediction ensembles significantly. The empirical results from our experiments with
CIFAR-10 reveal a nuanced relationship between ensemble size and performance,
characterized by a point of inflection where the benefits of adding more models be-
gin to taper off. This trend is indicative of the principle of diminishing returns in
ensemble learning, where each additional model contributes less to predictive accu-
racy relative to the computational cost incurred [Oza and Tumer, 2008]. Achieving
the optimal balance between prediction accuracy and computational expense is thus
realised with a moderate-sized ensemble. Such a balance is crucial not only for effi-
ciency but also for maintaining a diversity that captures various data aspects without
introducing redundancy that could lead to computational waste.

This concept of balance segues into the critical role of diversity among ensem-
ble members, which significantly influences ensemble methods” performance. The
literature on ensemble learning robustly supports the notion that a collection of di-
verse models is more effective in covering the solution space than a uniform group,
thereby enhancing the generalisation capabilities on unseen data [Kuncheva et al.,
2003]. Diversity is key because it ensures that the errors of individual models are
less likely to be correlated; hence, their aggregation tends to cancel out the errors,
leading to an improvement in overall accuracy. However, the addition of models to
an ensemble does not guarantee an increase in diversity. As the ensemble grows, the
probability of integrating models that genuinely contribute to diversity decreases,
particularly if the pool of available models lacks variety. The number of models is
less significant than the uniqueness of the perspectives each model brings to the en-
semble. Our findings demonstrate that ensembles comprising 6 to 30 models strike
a practical balance, offering robust performance while avoiding the computational
extravagance of larger ensembles. This 'sweet spot” effectively leverages the advan-
tages of diversity without succumbing to the diminishing returns of oversized en-
sembles, thus substantiating the premise that a moderate ensemble size can indeed
present the most advantageous trade-off between prediction accuracy and compu-
tational cost [Dietterich, 2000].

3.4.2 Results of CIFAR-5

Upon examining the data presented in Figure 3.5, it becomes evident that the pro-
posed EnSyth method has achieved slightly better accuracy than the baseline model
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by leveraging the power of synthesising deep learning ensembles. Notably, the re-
sults showcase a total of 12 ensembles that outperform the baseline model, out of
the vast solution space of 23¢ — 1 potential solutions that were explored.

It is worth highlighting that the highest accuracy achieved through the proposed
method was 73.82%, which was attained by combining three models in an ensemble.
This result demonstrates the potential of the EnSyth method to enhance the accuracy
of prediction ensembles significantly.

In summary, the results presented in Figure 3.5 emphasise the effectiveness of
the EnSyth method in boosting the accuracy of deep learning ensembles. By syn-
thesising the ensembles, the method has achieved superior performance over the
baseline model, with a considerable number of outperforming solutions found in
the explored solution space.

3.4.3 Results of MNIST-FASHION

The results presented in Figure 3.6 shed light on the performance of the proposed En-
Syth method on the MNIST-FASHION testing set. Unlike the findings on the CIFAR-
10 dataset illustrated in Figure 3.4, none of the ensembles composed with the EnSyth
method was able to surpass the baseline model’s accuracy on this particular dataset.

This outcome can be attributed to the fact that the baseline model already achieves
a high level of accuracy on the MNIST-FASHION testing set, with a performance of
90.3%. Therefore, the proposed combinations of models failed to achieve superior
results on this dataset.

However, it is worth noting that some of the ensembles that consisted of a small
number of models (1-5) were able to achieve comparable accuracy to the baseline
model (90.21%). This observation is a clear indication that the search space of 236 — 1
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FIGURE 3.5: Ensyth results using CIFAR5

potential solutions is likely to contain a set of ensembles that can produce promising
results.

In summary, Figure 3.6 provides insights into the performance of the EnSyth
method on the MNIST-FASHION testing set. While none of the ensembles were able
to outperform the baseline model, the results suggest that the search space of poten-
tial solutions is vast and contains a set of ensembles that can produce promising
results. Ultimately, the results underscore the importance of exploring the solution
space to identify the best-performing ensembles.

3.4.4 Computational Cost

Further analysis for EnSyth shows that the ensembles generated by the method re-
quire fewer mathematical operations to make a prediction, as evidenced by the train-
able parameters count. It is assumed that the number of trainable parameters for an
ensemble is equal to the model that has the maximum number of parameters in that
ensemble. In addition, the ensembles also exhibit faster CPU execution time, making
them more efficient compared to the baseline model.

To provide further insight into this finding, Table 3.2 presents the number of
trainable parameters and the average CPU execution time for the solution space ex-
plored during the experiments. The CPU execution time was calculated by feeding
each model generated from a set of multiple solution spaces with 50 randomly se-
lected images from CIFAR10, MNIST-FASHION, and 25 images from CIFAR5. The
experiments were repeated nine times to obtain reliable measurements, and the av-
erages were calculated.

The results displayed in Table 3.2 demonstrate that the ensembles generated by
the EnSyth method exhibits a lower number of trainable parameters and faster CPU
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execution time compared to the baseline model. This finding highlights the potential
of the proposed method to not only enhance the accuracy of prediction ensembles
but also to make them more efficient in terms of computational resources.

The stacked bar charts represented in Figure 3.7 serve as a visual representation
of the numerical data detailed in the LaTeX table provided earlier. It illustrates the
processing times (CPU) and the number of parameters (PARAMS) for various mod-
els across the CIFAR10, CIFAR5, and MNIST-FASHION datasets. For each dataset,
the models show a varied number of parameters and processing times. In general,
as the model numbers increase, there is a trend of decreasing parameters, which
is consistent across all datasets. CPU times also tend to decrease but not as con-
sistently, indicating potential optimisations in model complexity without a propor-
tional increase in processing time. The Baseline model, present in all datasets, has
the highest parameters and CPU times, serving as a reference point from which sub-
sequent models deviate. These visualisations effectively highlight the trade-offs and
balances between model complexity (as indicated by PARAMS) and efficiency (as
reflected by CPU times).

3.4.5 Backward elimination

The "lowest accuracy” within the backward elimination process is determined by
a model’s relative contribution to the ensemble’s predictive capability. This is not
solely a measure of individual model accuracy but also considers the model’s redun-
dancy and the uniqueness of its contribution to the ensemble’s diversity. A model is
identified for elimination when it offers the least incremental benefit in terms of en-
semble accuracy or when its removal does not significantly diminish the ensemble’s
performance.
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TABLE 3.2: Processing Time in ps

Solution CIFAR10 CIFAR5 MNIST-FASHION
Space | PARAMS | CPU | PARAMS | CPU | PARAMS | CPU
Baseline | 1663367 | 91389 | 1663367 | 65342 | 1068298 | 60462
modell 449125 88712 495739 | 55458 | 690727 64838
model2 434727 | 97337 | 462392 | 57717 | 515694 63037
model3 409820 92000 413032 | 53179 | 349340 54986
model4 389077 | 104112 | 377410 | 63897 | 261155 63275
model5 372406 | 104244 | 350174 | 54509 | 216367 55309
model6 357104 95805 327820 | 58771 | 186753 57215
model7 300644 89662 262180 | 57328 | 124971 71198
model8 264190 87792 230782 | 59406 | 103398 68252
model9 238728 90467 | 210362 | 50445 89496 62281
modell0 | 220266 98415 191688 | 63527 | 81341 68114
modelll | 202498 96473 173373 | 58674 73196 71749
modell2 | 183802 87632 156328 | 58764 67678 60940
modell3 | 449591 84103 495625 | 49144 | 690725 61207
modell4 | 435068 87470 462176 | 61775 | 515985 71292
modell5 | 409863 81002 412918 | 62938 | 349510 57813
modell6 | 389414 87186 | 377683 | 53196 | 263364 66171
modell7 | 372045 82882 350011 | 54519 | 216602 65960
modell8 | 357415 89725 328173 | 57192 | 186321 63897
modell9 | 125306 87472 262669 | 63158 | 300819 65514
model20 | 264433 91569 230848 | 59841 | 103440 65623
model21 | 238866 83084 | 210599 | 65157 | 89636 80378
model22 | 220109 85930 191402 | 62459 81384 72368
model23 | 203311 94199 173371 | 64266 73173 71940
model24 | 182823 82880 155159 | 47629 67589 69643
model25 | 449578 89749 495692 | 65576 | 690728 64918
model26 | 435326 84622 462402 | 57962 | 516312 70715
model27 | 410650 93787 | 413068 | 65927 | 349515 88424
model28 | 389634 92072 377807 | 56507 | 262603 69605
model29 | 372273 92882 350256 | 61985 | 216909 64090
model30 | 357602 87173 327886 | 57042 | 186680 78473
model31 | 300925 88574 | 262159 | 60170 | 125250 61816
model32 | 264239 91445 230685 | 58797 | 103346 67042
model33 | 239254 90179 210282 | 58426 91338 67711
model34 | 219892 89763 190855 | 52055 81142 68332
model35 | 202639 95498 173020 | 63604 73265 72857
model36 | 184180 94243 157021 | 56694 67622 67416
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"High predictability levels" refer to the ensemble’s ability to maintain high ac-
curacy consistently across various datasets and scenarios. This involves evaluating
the ensemble’s performance stability under different conditions, such as class imbal-
ances, noise, and data perturbations. Predictability is thus a multifaceted measure
that encompasses not only accuracy but also the ensemble’s robustness and reliabil-
ity.

In our results, we observed that ensembles with a moderate number of models,
specifically between 6 and 30, provided the most significant gains in predictabil-
ity without incurring excessive computational costs. This finding aligns with the
backward elimination process, which seeks to identify the smallest ensemble that
maintains high predictability levels. The absolute minimum number of models in
the ensemble is thus determined by the point at which further reductions would
lead to a notable decrease in accuracy or an increase in prediction variance.

The efficacy of the backward elimination algorithm is further substantiated by
the experimental results. For instance, in the CIFAR-10 dataset, the highest accu-
racy was achieved with an ensemble of eight models, indicating that beyond this
point, additional models contribute less to predictive performance. This supports
the use of backward elimination to systematically identify and remove models that
are less contributory, ensuring an optimal ensemble size for deployment, especially
in resource-constrained environments such as edge devices or real-time applications.

In light of these results, the backward elimination process is validated as an effec-
tive method for synthesizing compact and highly predictive ensembles, as demon-
strated by the performance improvements over the baseline model in the CIFAR-10
and CIFAR-5 datasets. While the MNIST-FASHION dataset did not see ensembles
surpassing the baseline, the process still identified ensembles with comparable ac-
curacy, emphasising the potential of the explored solution space and the backward
elimination method’s role in navigating it efficiently.

3.4.6 Discussion

As shown in Figure 3.5, EnSyth was successful in improving the accuracy of the
compressed classifier by synthesizing deep learning ensembles. Specifically, our ap-
proach achieved marginally better accuracy compared to the baseline model. Out of
the 36 solutions explored in the solution space (out of a possible 23¢ — 1 solutions),
we identified 12 ensembles that outperformed the baseline model. The highest accu-
racy of 73.82% was achieved by combining three models in the ensemble. Addition-
ally, the results of the CIFAR-10 testing presented in Figure 3.4 demonstrate superior
predictability for the ensembles compared to the baseline model. A noticeable trend
is observed here, indicating that the predictability of the ensembles increases when
the number of models in the ensemble is between 6 to 30. A detailed analysis of this
tigure reveals that 23 out of the 36 models outperform the baseline model. Notably,
the highest accuracy achieved by the ensemble consisting of eight models is 78.86%.
Moving to the results obtained on the MNIST-FASHION testing set are presented in
Figure 3.6, it is worth noting that some ensembles with a small number of models [1-
5] achieved similar accuracy to the baseline model (90.21%). This indicates that the
real solution space of 2% — 1 is likely to contain a set of ensembles that can produce
promising results. Further examination for Table 3.2 shows that the ensembles re-
quire fewer mathematical operations for prediction compared to individual models,
based on the number of trainable parameters. Additionally, ensembles were found
to have lower CPU execution time compared to individual models.
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Besides our aim to generate better-compressed classifiers, we are particularly
interested in exploring the space of the existing solutions in depth to identify the op-
timal combination of candidates that could be synthesised to produce better results.
With only 36 models and a simple selection technique like backward elimination,
EnSyth was able to search a small subset of the space (only 36 out of 23 — 1 possible
solutions) to find one or more ensembles that outperform the baseline model. As
such, there is a great opportunity for further investigation, this includes: (1) expand-
ing the space of the pruned models by applying different pruning methods with dif-
ferent hyperparameters; and (2) dealing with the selection of the optimal ensemble
as a multi-objective optimisation problem to find the minimum number of models
(a small ensemble) while achieving the highest possible accuracy. Furthermore, the
results from CIFAR10, CIFAR-5, and MNIST-FASHION indicate that with a small
number of models in an ensemble, the classifier can achieve high predictability lev-
els. This is particularly interesting when it comes to deploying those ensembles on
smartphones and Internet of Things (IoT) devices because the ensemble size is small
compared to the baseline model and the performance in terms of inference time and
accuracy is even better.

3.5 Summary

In this chapter, we describe EnSyth, a method to synthesise deep learning ensembles
that results in improved classifiers in terms of both inference time and accuracy. The
approach involves applying multiple pruning methods with varying hyperparame-
ters to generate a diverse pool of pruned models that can be used to form ensembles.
The number of possible ensembles is 2" — 1, where m is the number of pruned mod-
els. The approach consists of several stages. First, we train a baseline model and
then prune it using different hyperparameters to form a pool of compressed models.
After that, we employ ensemble learning to compose new predictors and search the
solution space for outperforming models.

The simulation results on CIFAR-10 and CIFAR-5 datasets reflect the effective-
ness of the proposed method in two ways: 1) improving the performance of com-
pressed models, and 2) providing better utilisation of edge resources by reducing
the number of required math operations to make an inference. The results of experi-
ments on CIFAR-10, CIFAR-5, and MNIST-FASHION datasets reveal that ensembles
with a small number of models can achieve high predictability levels compared to
the baseline models. This finding is significant for deploying these ensembles on
smartphones and AloT devices because they could work effectively in any resource-
limited environment without causing performance issues.

In the upcoming chapter, we present an innovative approach to further reduc-
ing the memory usage of running deep learning ensembles generated by EnSyth on
resource-limited devices. Our solution is MicroNets, a comprehensive framework
that offers a complete pipeline for deploying deep learning ensembles on AloT de-
vices with limited resources. The pipeline comprises multiple stages, including a
novel multi-phase pruning method that enables the generation of a diverse pool of
compressed models with superior generalisation power. Furthermore, our pruning
approach includes a novel technique for ensemble pruning, which reduces the mem-
ory required for inference using deep ensemble learning. The proposed approach
not only reduces the memory footprint of ensembles but also improves accuracy and
efficiency, making it suitable for deployment on resource-constrained AloT devices.

MicroNets also includes additional features, such as efficient weight quantisa-
tion and selective activation pruning, to further reduce memory consumption and
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computation costs. Our framework is specifically designed to enable the effective
deployment of deep learning ensembles on edge devices while meeting resource

constraints.
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Chapter 4

MicroNets: A Multi-Phase Pruning
Pipeline to Deep Ensemble
Learning in IoT Devices

In the previous chapter, we introduced a novel technique called EnSyth: A Pruning
Approach to Synthesis of Deep Learning Ensembles. This technique addresses the third
and the fifth objectives of this thesis outlined in Chapter 1.

This chapter introduces the MicroNets framework, which builds upon the re-
search discussed in the previous chapter. The framework aims not only to further
reduce the memory usage of deep learning ensembles but also to enhance their gen-
eralisation capabilities to handle the noisy data generated by AloT (Artificial Intelli-
gence of Things) devices.

Experimental evaluations conducted on Raspberry Pis demonstrate the effective-
ness of the MicroNets approach. It successfully generates lightweight models and
leverages ensemble learning techniques, resulting in predictability levels that sur-
pass those of ResNet and CIFARI0CNN baseline models by up to 7

The proposed approach has been published as a comprehensive research paper
titled "MicroNets: A multi-phase pruning pipeline for deep ensemble learning in
IoT devices" in the Computers and Electrical Engineering Journal by Elsevier. The
paper can be found in volume 96, with the identification number 107581 [Alhalabi,
Gaber, and Basura, 2021].

4,1 Introduction

The Internet of things (IoT) has emerged as one of the major technological advances
that will contribute to forming the future of humanity [Sodhro et al., 2018], pro-
viding its potential applications, affecting our daily activities [Sodhro et al., 2021].
Those tiny devices are regarded as an optimal target for Machine Learning (ML)
and deep neural networks (DNN) applications [Ahmad et al., 2020] because they
require massive amounts of data for the generation of accurate prediction models.
However, these Al techniques are known for their thirst for substantial computa-
tional power and cannot effectively run on these computationally constrained IoT
devices. For example, deep learning models consist of millions of trainable parame-
ters, requiring extremely powerful workstations to be trained. A VGG-16 has almost
138 million parameters and requires around 550 MB of memory [Simonyan and Zis-
serman, 2015]. On the other hand, a typical RAM for an IOT device does not exceed
500 MB.

Therefore, optimising IoT-driven intelligent systems [Sodhro et al., 2019] and
pruning DNNs becomes paramount in the research community. Deploying DNNs
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on edge devices brings numerous advantages, such as preserving privacy and achiev-
ing low latency. Many compression and acceleration strategies have been intro-
duced, including neuron pruning [Yu et al., 2018a], network quantisation [Alom et
al., 2018], etc. Most recently, researchers have shown great attention to deep learning
compression pipelines as combining different pruning techniques leads to higher
compression ratios [Luo, Chi, and Deng, 2019]. However, similar approaches are
not optimised to run on complex IoT environments. The nature of the noisy data
generated at the edge affects the prediction levels of the pruned models. It leads
to poor performance on IoT applications that require stable model performance.
To overcome those challenges, We propose “MicroNets” as the first deep learning
framework that enables deep ensemble learning on edge devices. “MicroNets” lead
to high compression ratios while not affecting the pruned model’s accuracy by ap-
plying pruning and quantization. More importantly, synthesising diverse classifiers
eliminates the high variance of deep learning models. Motivated by the lottery ticket
hypothesis [Frankle and Carbin, 2019], this approach starts by generating a diverse
set of pruned deep learning models using different hyperparameters of pruning al-
gorithms. The aim is to find a diverse ensemble of subnetworks (a coalition of lot-
tery tickets) instead of one to be deployed in a resource-limited environment. In
general, The framework is as a wrapper that encapsulates any deep neural network
model, providing a heuristic to generate an effective ensemble of pruned deep learn-
ing models, irrespective of the pruning method used. The only criterion that the
pruning method should provide hyperparameters that could be set with different
values to generate a diverse set of models. Overall, the main contributions of our
proposed approach are:

¢ anovel framework designed to enable efficient deployment of deep ensemble
learning on edge devices through deep ensemble learning, which maximises
the generalisation of deep learning solutions at the edge-end, and provides
robust ML solutions in complex IoT environments;

¢ amulti-phase pruning pipeline to generate light-weight deep learning models,
which runs (as individuals or ensembles) on resource-limited devices without
draining its resources; and

¢ anew clustering-based deep ensemble pruning technique to reduce the num-
ber of models in deep learning ensemb]es.

The remainder of this chapter is organised as follows: In Section 4.2, we present
our proposed approach in detail, which is designed to address the third and the fifth
objectives of this thesis outlined in Chapter 1. We discuss the underlying principles
of our approach in great detail. In Section 4.3, we provide a comprehensive overview
of the experimental setup we used to evaluate the effectiveness of our approach.
We describe the datasets we used for training and testing our models and explain
how we selected the models, edge clients, and other components of our distributed
edge environment. Moving on to Section , we present the results of our experi-
ments on the CIFAR10 and CIFAR100 datasets. We demonstrate that our approach
can achieve comparable or better accuracy than A CNN baseline model while using
fewer resources, making it a promising solution for edge computing scenarios. We
also describe the deployment of our MicroNets on a distributed edge environment,
showing that it can be easily integrated with existing systems and can improve the
system’s overall performance.

Finally, in Section 4.6, we summarise our proposed approach and its results,
highlighting its advantages and limitations. We also discuss the implications of our
work for future research in the field of edge computing. We conclude by introducing
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our next contribution, which builds on the insights and techniques presented in this
thesis to address new challenges related to data privacy and security.

4,2 Method

In this section, we describe in detail the proposed approach. We start by justifying
the rationale behind generating a pool of diverse deep learning classifiers (ensem-
ble of deep learning models). Then, We move to illustrate the ensemble’s journey
through the pruning pipeline. The first step in this journey aims to reduce net-
work complexity by applying weight pruning. The next step involves using integer
quantisation to enable efficient deployment in resource-limited environments. The
final step in the pruning pipeline reduces the number of models in the ensemble.
Here, we propose a new method to prune a deep learning ensemble by adopting a
clustering-based pruning method.

4.2.1 Pool Generation and Weight Pruning

Deep learning models can solve non-linear problems by learning via a stochastic
training algorithm. This enables them to learn complex relationships between in-
puts and outputs and approximate any mapping function. However, One major
drawback of deep learning models is high variance which makes them highly de-
pendent on (1) the training set; and (2) the conditions that have been applied to the
training process (initial weights values, loss function, optimiser function, etc.). This
could affect the network’s ability to generalise and consequently produce a model
that makes different predictions when the same conditions apply. To overcome these
challenges, we follow a similar approach applied in [Alhalabi, Gaber, and Basurra,
2019]. We start with a baseline model, and then a weight pruning method [Zhu and
Gupta, 2017] is applied. During the training process, a binary mask is added to each
elected layer for pruning. The mask has the same size and shape as the layer’s ten-
sor, determining the weights actively participating in the forward execution graph.
Then the weights in each mask are sorted according to their absolute values. The
weights with the smallest magnitude values are set to zero, leading to initial spar-
sity levels (s). During the backpropagation, the weights that had been marked in the
forward execution are not updated. This process will be executed automatically and
gradually where the sparsity is increased from an initial value (s;) (typically 0) to
final sparsity (sy) over several pruning steps (n), starting at a training step (fo) with
a pruning frequency (At):

t—to)°
St:Sf—F(Si—Sf)(l— A ) , (4.1)

where t € {to, to+ At, ..., to + nAt}, (s,n,t,At) are the hyperparameters of this pruning
technique. We vary these values to generate a pool of diverse pruned deep learning
models. However, compressing the model’s size using such a pruning technique
is not adequate for Al edge devices, they do not support floating-point operations.
Thus, integer quantisation is applied as shown in the following step.
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4.2.2 Post Training Integer Quantisation

9

We adopt 8-bit integer quantisation to approximate the floating-point values using
the following formula:

real_value = (int8_value — zero_point) x scale (4.2)

All weights are represented by int8 two’s complement values in the range [—127,127]
with zero_point equals to (0). Similarly, activations/inputs are represented by int8
two’s complement values in the range [—128, 127] with zero_point in the range [—128,127].
After applying integer quantisation to the proposed pool, we get a set of pruned-
quantised classifiers that have different characteristics. Some models could have ex-
cellent accuracy and inference time performance, while others may not. In the next
step, we reduce the number of learners in the pool by applying ensemble pruning
assuming the pool as an ensemble of deep-learning models.

4.2.3 Ensemble Pruning

According to [Zhou, 2012] ensemble pruning techniques could be classified into
the following categories: ordering-based pruning, optimisation-based pruning and
clustering-based pruning.

Clustering-based pruning involves a two-step process. Initially, it segregates
base models into distinct groups according to a specific criterion, aiming to posi-
tively influence the overall ensemble’s efficacy. To achieve this segregation, a vari-
ety of clustering techniques have been utilized. These include hierarchical agglom-
erative clustering [Kuncheva, 2014], deterministic annealing [Bakker and Heskes,
2003], k-means clustering [Qiang, Shang-xu, and Sheng-ying, 2005] [Lazarevic and
Obradovic, 2001], and spectral clustering [Zhang and Cao, 2014], most of which
apply some form of diversity-oriented criteria. For instance [Giacinto, Roli, and
Fumera, 2000] computed the likelihood of classifiers erring differently on a distinct
validation set. Similarly, [Lazarevic and Obradovic, 2001] considered the Euclidean
distance within the training set. Additionally, [Kuncheva, 2014] suggested the use
of a diversity matrix for both hierarchical and spectral approaches.

The subsequent phase involves the selection of a representative base learner from
each group. For example, a novel model was trained to represent each cluster’s cen-
ter in [Bakker and Heskes, 2003]. Conversely, Giacinto and colleagues [Giacinto,
Roli, and Fumera, 2000] opted for the classifier furthest from other clusters. The ap-
proach in [Lazarevic and Obradovic, 2001] involved sequentially excluding models
from the cluster, starting with the least precise. The selection criterion in [Qiang,
Shang-xu, and Sheng-ying, 2005] was the model’s classification accuracy.

An important consideration is the determination of the optimal cluster quantity,
which can be guided by the validation set’s performance metrics [Qiang, Shang-xu,
and Sheng-ying, 2005]. With fuzzy clustering approaches, the number of clusters
may be decided using indices that rely on membership values and data character-
istics, or on statistical indexes for an automatic determination [Krawczyk and Cy-
ganek, 2017].

As seen above, the clustering-based methods aim to partition the classifiers into
different clusters where the classifiers that behave similarly will be grouped. As a
result, a set of clusters with varying levels of diversity is composed. Finding such
clusters is critical to our approach as it maximises the generalisation of the final
solution and overcomes any potential overfitting issues. Although many studies
offer clustering-based ensemble pruning [Qiang, Shang-xu, and Sheng-ying, 2005],



4.2. Method 95

they do not support deep learning models and computer vision data sets. Hence, we
propose a new clustering-based pruning technique for deep learning ensembles that
aims to maximise the accuracy and diversity of the final ensemble. The following
illustrates how our approach tackles the accuracy and diversity of a deep-learning
ensemble.

Ensemble accuracy: The accuracy of an ensemble is generally improved by choos-
ing individuals with high predictability levels [Zhou, 2012]. Based on this, we do
descend-ranking to the members of the cluster. The ranking is done according to the
accuracy against a validation set (a subset of the training set). Then we pick up the
top-performing models from each generated cluster based on two strategies, which
will be explained further in (subsection- 4.2.4). This ensures only high-performing
models are part of the final deep learning ensemble that runs on the edge devices.

Ensemble diversity: Diversity in ensemble learning refers to the differences in
the predictions made by the individual classifiers within the ensemble. A diverse
ensemble is one where the classifiers make independent errors, which can lead to
better generalisation and improved performance on unseen data. The rationale is
that diverse classifiers can capture different aspects of the data, thus reducing the
likelihood of making the same errors [Kuncheva, 2014]. Different measure has been
proposed to calculate the diversity between the classifiers of an ensemble. For ex-
ample, The disagreement measure is one way to quantify diversity, calculating the
proportion of instances where two classifiers disagree in their predictions, as given
by [Kuncheva, 2014]:

N
Disagreement(C;, C;) = % Z:l I(Ci(xu) # Ci(xn)) (4.3)
—
Where:
C;, C]-: Two individual classifiers within the ensemble.
N: The total number of instances in the dataset.
I: An indicator function that returns 1 if the condition is true and 0 otherwise.
x,,: The nth instance in the dataset.

The Q-statistic further explores this by measuring the degree of similarity be-
tween pairs of classifiers, with its formula below:

_ N11Noo — N1oNo1
N11Noo + N1oNo1

Q(C;, C)) (4.4)
Where:

Ni1: The number of instances where both classifiers C; and Cj correctly predict.

Noo: The number of instances where both classifiers C; and C; incorrectly predict.
Nip: The number of instances where classifier C; is correct and C; is incorrect.

No1: The number of instances where classifier C; is incorrect and C; is correct.

The above formula indicates how often classifiers make the same decision, either
correct or incorrect [Webb, 2000]. Entropy measures bring a different perspective by
assessing the unpredictability in the predictions across the ensemble ([Zhou, 2012]
encapsulated in the formula

K
E=— Z Pk logz Pk (45)
k=1

Where:
E: The entropy measure for the ensemble.
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px: The proportion of classifiers that predict the k-th class.
K: The total number of classes.

Lastly, generalised diversity measures combine multiple pairwise diversity mea-
sures into a single framework, providing a comprehensive assessment of diversity
within the ensemble [Kuncheva, 2014], the formula is introduced as:

GD = f(D1,Dy,...,Dy) (4.6)

Where:

GD: The generalised diversity measure for the ensemble.

D1, Dy, ..., Dy Different diversity measures used in the ensemble.

f: A function that combines the different diversity measures into a single frame-
work.

M: The total number of diversity measures considered.

These measures of diversity are instrumental when pruning the initial pool of
models using different hyperparameter values to achieve both diversity and sparsity
within the ensemble.

Let S be the pruning set (a subset of the training set) € R™*" where m is the
number of samples and # is the number of labels. Let v be a deep learning model
€ P, the pool of pruned-quantised models, the prediction of the model v; € P for a
class c; € Sisy;; € [0,1] where

e i=1,2,--- ,m where m is the index of models.
e j=1,2,--- ,nwhere n is the index of classes.

We construct the output of the pool P for each sample c; as:

Vii Yiz2 - Yin
A y%,l y%,z : yz',n
Ymi Ym2 ' Ymn

As the output of the pool has been defined, we move now to define how clustering
is applied to the output of the pool A. Let’s consider x as a row vector € A, the value
of x is defined as: x = [y, 1Vpp2, - -+ ,Ypn); such that the index b is defined as:

max(y1,1, Y12, »Yi,n)

max(Y2,1,Y22,** »Y2,n)
b = argmax .

max(Ym1, Ymz, - » Ymn)

Based on this, a clustering matrix C could be defined on a total number of images
0 in the pruning set as:
X1

X2
C =

Xo

Next k-means method is applied on C and the output is represented by R, R =
kmeans(C, k) where k is the number of clusters and R = [rq, 72, - -, 7,]: 7; is the index
of the cluster where x; belongs to. Once clusters are created, the best candidates from
each cluster will be selected to compose the final ensemble that will be deployed to
the distributed constraint-limited environment.
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4.2.4 Representative Selection Strategies

At this stage, different clusters are generated, and the classifiers with similar char-
acteristics are grouped into one cluster. However, each cluster may contain a large
number of models; thus, we propose two strategies to pick up the best representa-
tives from the resulting clusters using r that was defined before.

1. Accuracy first: in this strategy, we consider the accuracy of a cluster to be equal
to the average accuracy of all models belonging to this cluster. Based on this,
we rank the clusters according to their accuracy and then pick the cluster with
the highest accuracy. Next, we sort the chosen cluster’s models in descending
order (according to the accuracy against the pruning set), and pick the top 5
models. Those models will be deployed to the target IoT devices;

2. Diversity first: here, we give priority to the diversity of the final solution.
Thus, we select one classifier (best accuracy) from each generated cluster to be
deployed on the resource-limited devices.

The next step involves deploying the models to a distributed resource-constraint
environment, where each node in this environment uses max-voting [Zhou, 2012]
as an ensemble learning method. The predictions of the models are considered as
votes, and the class that receives the maximum number of votes is considered the
ensemble’s forecast. Let’s consider W = my, - - - ,my as an ensemble of the deployed
models m;. The prediction of the ensemble for a test example using max-voting is the
class that receives the maximum support 7 iy (W) from all models in the ensemble.
As such, we define the ensemble output as:

N
Nfinal (W) = argmaxjey ... cy Zyi,j
i=1

The detailed steps of the MicroNets discussed above are elaborated further in the
Algorithm 7. Figure 4.1 depicts the process of applying MicroNets, as elaborated in
the details of this section. In the next section, we move to the experimental setup
and the results of applying this method on bench-marking datasets.

Pruning-Phasel: Model Pruning-Phase2: Integer

Train Baseline model (CNN Pruning Quantisation
model). Create an ensemble of N Apply integer quantisation
pruned models. to all models in the pool.

) Pruning-Phase3: Ensemble
Deep Ensemble learning:

. Pruning:

Combine the predictions on Depcli?s\:m)elﬂte.dD:gk;y to .g
the edges to provide robust ; g APP'Y clustering based
ML solutions. environment. technique to prune the

composed ensemble.

FIGURE 4.1: MicroNets: A Multi-Phase Pruning Pipeline to
Deep Ensemble Learning in IoT Devices
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Algorithm 7 MicroNets pseudo-code

Choose a baseline model v;

Set N as the number of models in the pool, and initialise P as a set of deep

learning models.

weigh-pruning & interger-quantisation

fori<-—1to N do
P.Append (int_quantisation(prune(v, H))) where H = {hy,hy,--- , hy}
are hyperparams of the prune function;

end for

Clustering-based ensemble pruning
Initialise C as a two dimensional matrix;
for all models in P do

calculate(A)

calculate(b)

X <= [YpaYp2 - oY)

C.append(x);
end for
R < kmeans(C, k) where K is the number of clusters; {the result is a set of
clusters R}
Representatives Selection Process
1.Accuracy First:
Intialise A as a list of floating point numbers;
forr; in R do

a; <— accuracy(r;);

A.append(a;);
end for
b_c < max(desc_order(A)) where b_c is the best cluster with the highest
accuracy, desc_order(descending order);
Deploy the top 5 models in b_c to an IoT device;
2.Diversity First:
forr;in R do

for v; in r; where v; is a deep learning model do

aj < accuracy(v;);
A.append(4;);

end for

b_m < max(desc_order(A))
end for
Deploy the top 5 models in b_m to an IoT device;
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4.3 Experimental Study

This section evaluates the performance of MicroNets using CIFARI0CNN and ResNetV2
models on CIFAR10 and CIFAR100 datasets, respectively. Then, we provide other
results related to inference time, heat and power consumption on Raspberry Pi de-
vices. Those measures are essential to show the effectiveness of our approach in
preserving the resources of IoT devices.

4.3.1 Datasets and Models

Datasets: CIAFR-10 consists of 70,000 images (28 x 28 coloured) split into 50,000
images as a training set and 10,000 images as a testing set. The images span over 10
objects’ categories [0: airplane, 1: automobile, 2: bird, 3: cat, 4: deer, 5: dog, 6: frog,
7: house, 8: ship, 9: truck]. CIFAR-100 is similar to CIFAR10 except that it has 100
classes holding 600 images each. Models: CIFAR10-CNN is a basic convolutional
neural network (CNN) model with four convolutional layers with (32 x 3 x 3) filter
size for the former two and (64 x 3 x 3) filter size for the rest. ResNetV2: is a child
of Deep Residual Networks (RNNs) family that achieved groundbreaking work in
the deep learning community in the last few years. ResNetV2 is the second version
of ResNet and the main improvement in V2 is related to the arrangement of layers
in the residual block. The model’s input is a 299 x 299 pixels, and the output is the
probability distribution for the predicted classes [He et al., 2016b].

4.3.2 Implementation Details

Model Training and Pruning

Our experimental involves two baseline models: CIFAR10-CNN and ResNetV2. The
CIFAR10-CNN model is developed from the ground up and trained on the CIFAR10
dataset, achieving a test accuracy of 74% with a model size of 9,386 KB. Conversely,
the ResNetV2 model is trained on the CIFAR100 dataset, reaching a test accuracy of
67% and a model size of 3,575 KB.

We employed the weight pruning technique as detailed in [Zhu and Gupta, 2017]
on both baseline models, which led to the formation of two distinct sets of models,
or ‘pools,” with each pool comprising one hundred individually pruned models.
To ensure a broad spectrum of model variations, we assigned a range of values to
the pruning hyperparameters, choosing these values at random within predefined
limits. The specific hyperparameters and the ranges from which their values were
selected are clearly outlined in Table 5.1.

Integer Quantisation

Following the pruning phase, we applied integer quantisation to all models in both
pools. This technique converts the models” weights and activations to 8-bit integers,
which not only reduces the models’ sizes but also optimises them for performance
on dedicated integer arithmetic hardware like Raspberry Pi devices.

Ensemble Pruning

After applying quantization to the pools of pruned models, we proceeded to re-
fine the number of models in each pool by introducing a novel ensemble pruning
approach. This method involved organizing the models into clusters within their
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TABLE 4.1: Hyperparameters, Weight pruning

| Hyperparameter | Values_range |
Epochs [3,4,5,6,8]
Batch_size [32,64,128]
Loss [categorical_crossentropy,

mean_squared_error,
mean_absolute_error]

Optimiser [SGD,adam,Nadam,Adadelta]
Initial_sparsity [0.1,0.6](range)

Final_sparsity [0.7,0.9] (range)

Frequency [100,200,300,400]

respective pools, with the number of clusters being predetermined and denoted by
the variable K. The selection process for models within these clusters was governed
by two key principles:

¢ Accuracy first: In our accuracy first approach, we assign the highest priority to
the accuracy of the models. To do this, we first calculate the average accuracy
of the models within each cluster, treating this average as the representative
accuracy of the cluster itself. Following this, we rank the clusters in order of
their calculated average accuracy (descending order). From the cluster that
emerges with the highest average accuracy, we then select the top five models
that exhibit the best individual performance.

* Diversity first: In our 'Diversity first” approach, we emphasise the selection of
a model from each cluster that not only showed strong performance metrics
but also contributed to the overall diversity of the model ensemble.

Deployment to a Distributed Edge Environment

When the chosen pruned and quantised deep learning models from the previous
step are ready to be deployed on IoT devices, each device holds two or more deep
learning models and utilises deep ensemble learning to combine the models’ predic-
tions. However, the process of combining predictions from different models requires
additional computational power. Thus, it is essential to bring ML inferencing power
to edge devices by attaching hardware accelerators. As such, we use the Coral USB
Accelerator! to add a portable Edge TPU coprocessor to the PI devices.

4.4 Experimental Setup

The development workstation for training/pruning deep learning models is hosted
on the Google Cloud Platform with the following configuration: 8 vCPUs, 30 GB
memory. 2 x NVIDIA Tesla K80 using Tensorflow 1.15 dev. We use Raspberry PI 3
Model B v1.2 attached to Google Coral to create a real edge computing environment.
Google Coral is provided with a TPU coprocessor capable of performing 4 trillion
operations (tera-operations) per second. Figure 4.2 represents the distributed edge
environment that we use to evaluate the performance of our proposed approach.
For compatibility reasons with the Edge TPU coprocessor, all models have to be

Ihttps://coral.ai/docs/accelerator/datasheet/
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compiled before deployment using a compiler tool 2. The compiler tool provides
a vital option called Co-Compilation® to boost the inferencing while running mul-
tiple models on the same IoT device. It allows various models to share the Edge
TPU RAM and cache their parameter data together, eliminating the need to clear
the cache each time you run a different model. In section 4.5, we investigate the
effect of co-compilation on the inferencing time. As shown in Figure 4.2, two Rasp-

-
.
.
.
.
-
.
-

FIGURE 4.2: Two raspberry pi devices connected to: Google
Coral Accelerator and a router

berry Pi nodes (running Raspbian GNU/Linux 9 (stretch) and Tensorflow-2.1.0) are
connected to Tenda F3 300Mbps router, and the Coral USB Accelerator. Nodel will
host two deep learning models, while Node2 will host three models. Additionally,
a master node (webserver) is also connected through the router to coordinate the
prediction process. First, it sends both nodes an integer as the number of required
samples that need to be tested on the testing set. Next, the nodes apply deep ensem-
ble learning and return their prediction to the server. At the server, the predictions
are combined from both nodes again to produce the final result. While performing
the predictions on Node2, we measure the energy consumption using YOTINO USB
Voltage and Current Detector Meter Capacity, Accuracy: 1%/, furthermore we monitor
the temperature of Node2 using Etekcity Lasergrip 1080 Non-contact Digital Laser IR
Infrared Thermometer, Accuracy: +2% or 2°C’.

Zhttps://coral.ai/docs/edgetpu/compiler/#system-requirements
Shttps://coral.ai/docs/edgetpu/compiler/#co-compiling-multiple-models
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4,5 Results and Discussion

4.5.1 Results on CIFAR100

The ResNet model is trained on CIFAR100 data set, and then weight pruning is ap-
plied to generate a pool of 100 lightweight models. The maximum accuracy in the
pruned pool is 66%, while the minimum accuracy is 1%. The model size after prun-
ing is remarkably dropped, and the average model size in the pool is 1.293 KB which
is almost 63% smaller than ResNet baseline model. A further reduction in model
size is gained through integer quantisation; the average pruned model size is only
305 KB. This represents a significant compression ratio of up to 92%, which is a key
success factor of the MicroNets towards enabling efficient deep ensemble learning
on resource-limited devices. The next step in MicroNets is to reduce the number of
models in each pool and select the best representatives based on accuracy first and
diversity first strategies. Figure 4.3 compares the results obtained after adopting the
proposed strategy for model selection and applying ensemble learning. As a side
note here, the accuracy is tested over five hundred samples on CIFAR100 testing
set, and the baseline accuracy on this subset (after quantisation) is 51%. We apply
quantisation to the baseline model to make it similar to the generated models by Mi-
croNets Also, from Figure 4.3, we can see that the synthesis of the models following

Accracy First Diversity First

0.5 4
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03 - —— baseline
B accuracy

07 J 02 4
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FIGURE 4.3: CIFAR100 Accuracy Comparative: “Accuracy
First” versus “Diversity First”

the “Accuracy First” strategy was able to achieve higher accuracy than the base-
line model. The highest accuracy is achieved when an ensemble of the two models
is created (55%). On the other hand, the accuracy was remarkably dropped when
“Diversity First” is adopted when k = 3,5,7. However, when k = 3, the accuracy
reaches 34%.
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Table 4.2 summarises the results on CIFAR100.

TABLE 4.2: Summary of MicroNets results on CIFAR100

Maetric Result

Maximum Accuracy (Pruned Pool) 66%

Model Size (Post-Pruning) 1.293 KB (63% smaller than ResNet
baseline)

Model Size (Post-Pruning and Quan- | 305 KB (92% compression ratio)
tization)

Accuracy (CIFAR100 Testing Set, | 51%
Baseline)

Accuracy (Ensemble of "Accuracy | 55%
First" Models)

Accuracy ("Diversity First" with k=3) | 34%

4.5.2 Results on CIFAR10

The minimum accuracy of the pruned pool on CIFAR10 dataset is 1%, while the
maximum is 80% (on the training set). The average size of the models is 4,926 KB
(around 48% reduction in model size compared to the baseline). After quantisation,
the models became even smaller, and the size became 1,233 KB (approximately 87%
reduction in size). In a similar manner to CIFAR100, Figure 4.4 presents the accuracy
of MicroNets on five hundred images from CIFAR10 testing set, and the accuracy of
the baseline model on this subset reaches 78%. What stands out in Figure 4.4 is the
success of MicroNets in providing more accurate decisions than the baseline model
in both selection strategies. In the case of “Accuracy First”, all the ensembles are
able to offer outperforming results, and the maximum accuracy is reached when
the ensemble size is three (82%). In the “Diversity First” strategy, when k = 3,
the accuracy of the composed ensemble is 79%. However, the accuracy was almost
the same as the baseline, when the ensemble size is five k = 5 (77%), and when
k =7 (76%). Furthermore, the results are shown in 4.3 compare the accuracy of the
proposed strategies against a random selection of the models.

TABLE 4.3: Accuracy Comparison: “MicroNet’s Clusters” ver-
sus “Random Model Selection”

K Diversity First Random
CIFAR10 | CIFAR100 | CIFAR10 | CIFAR100

3 0.798 0.344 0.398 0.178

5 0.778 0.116 0.752 0.16

7 0.76 0.136 0.754 0.118

NumberOfModels Accuracy First Random

CIFAR10 | CIFAR100 | CIFAR10 | CIFAR100

1 0.814 0.518 0.234 0.09

2 0.81 0.55 0.208 0.072

3 0.822 0.546 0.288 0.068

4 0.81 0.53 0.282 0.058

5 0.81 0.522 0.286 0.068
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FIGURE 4.4: CIFAR10 Accuracy Comparative: “Accuracy First”
versus “Diversity First”

So far, the results indicate that MicroNets can provide lightweight high perfor-
mance models in terms of size and accuracy. Table 4.4 gives more details about size
reduction (in KB) after applying the proposed pruning pipelines. It also shows the
size of the ensembles in both accuracy-first and diversity-first approaches.

It is apparent from Table 4.4 that the models are effectively compressed to reach
around 91% compression ratio. Additionally, the size of the ensembles (even when
k = 7) is still smaller than that of the baseline. Moving now to provide results related
to heating, inference time and energy consumption on Raspberry Pis, as a typical IoT
device. As explained earlier, we compile the models with the edge_tpu compiler us-
ing two different options: regular compilation process and co-compilation process.
Table 4.5 shows the results of inference time (in seconds) on a different number of
CIFAR10 testing set. It also shows the external temperature of Node2 which holds
three models in the rest mode (no inferencing) and the peak mode (while inferenc-
ing).

A closer inspection of Table 4.5 above shows that both compilation methods have
almost similar results when the number of CIFAR10 testing samples are between [1-
5]. The external temperature of Node2 has not changed (before/after inferencing)
and the average time needed to perform an inference is 3.5 seconds. However, when
we increase the number of testing samples passed to the models, Co-Compilation
shows a huge difference in the required time to perform the inference. For instance,
when we ask Node2 to make an inference on a hundred images, it takes only 4.56
seconds. On the other hand, Regular-Compilation experiences a considerable delay
in performing the same task with almost 15.5 seconds. Additionally, the external
temperature of Node2 has slightly increased while performing the prediction on 100
images (0.4 degrees). In short, we can conclude that if the devices need to perform
inference on a large number of samples, then the models should be compiled with
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TABLE 4.4: Effect of “MicroNets’ on the size of the models (in

KB)
CIFAR10 | CIFAR100
Baseline 9,836 3,575
Size changes after pruning pipelines Pruning Applied 4,926 1,293
Quantisation Applied 1,233 305
k=3 3,699 915
Diversity-First k=5 6,165 1,525
k=7 8,631 2,135
1 1,233 305
2 2,466 610
Accuracy-First 3 3,699 912
4 4932 1,220
5 6,165 1,525

the Co-Compilation option as this benefits from using models parameter cashing. Re-
garding energy consumption, Figure 4.5 shows the changes of the “load current”
while Node2 performs inferencing on various samples from the CIFAR10 testing
set.

4.5.3 Energy monitoring

The energy consumption of computing devices is a critical factor to consider in con-
strained and resource-limited environments such as Internet of Things (IoT) devices,
which typically have limited battery life or power supply. In such environments, the
energy consumption of a deployed application or system needs to be monitored
and optimized to prolong the device’s battery life or minimise the need for frequent
recharging. In this sub-section, we will discuss two measurements the Input volt-
age (DCV) and the Load current(DCA) measurements captured during running Mi-
croNets on Raspberry Pi devices.

The results of the energy monitoring measurements show that the co-compilation
mode had a slightly lower load current than the regular compilation mode when
running a small number of models, but had a higher load current when running
more significant numbers of models. For example, when running 100 models, the
co-compilation mode had a load current of 0.42 DCA while the regular mode had
a load current of 0.44 DCA. However, when running only one model, both modes
had a load current of 0.3 DCA. It’s worth noting that the input voltage remained
constant at 5.03 DCV for both modes and across all numbers of models tested. These
measurements are helpful in understanding the energy consumption of a Raspberry
Pi device when using an edge TPU accelerator and can inform decisions on system
optimisation and energy efficiency.

Table 4.6 provides information on the input voltage and load current of a Rasp-
berry Pi device under three different conditions: (1) when no accelerator is attached,
(2) when a Coral accelerator is attached, and (3) when running a Tflite server. The
measurements are taken in DC volts (DCV) for input voltage and DC amperes (DCA)
for load current.

Table 4.6 shows that the input voltage remains constant at 5.03 DCV across all
three conditions. This indicates that the power supply for the device remains stable
throughout the experiments.
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TABLE 4.5: Inference (Milliseconds) and Temperature (Celsius)
Results, Co/Reg Compilation

Samples | Compilation | Nodel | Node2 | Temp_idle | Temp_Peak
100 co 4242 | 4.562 35.9 36.2
50 co 3.790 | 4.018 36 36.1
25 co 3.638 | 3.818 36 36.1
10 co 3.518 | 3.612 35.9 36
5 co 3.506 | 3.597 35.8 35.8
4 co 3.494 | 3.563 36.1 36.1
3 co 3.492 | 3.580 35.8 35.8
2 co 3.509 | 3.575 36.1 36.1
1 co 3.503 | 3.546 36 36
100 reg 11.504 | 15.476 36.1 36.5
50 reg 7.605 | 9.544 36.1 36.4
25 reg 5473 | 6.421 36.1 36.2
10 reg 4196 | 4.551 36.1 36.1
5 reg 3.756 | 3.954 36.1 36.1
4 reg 3.693 | 3.874 36 36
3 reg 3.631 | 3.769 35.9 35.9
2 reg 3.548 | 3.658 36 36
1 reg 3.548 | 3.541 36 36

TABLE 4.6: Input voltage and load current of Raspberry Pi de-

vice
Input voltage (DCV) | Load current (DCA)
No accelerator attached 5.03 0.26
With Coral attached 5.03 0.3
Running Tflite server 5.03 0.45

However, the load current varies depending on the different conditions. When
no accelerator is attached, the load current is 0.26 DCA, which increases slightly to
0.3 DCA when a Coral accelerator is attached. This suggests that the Coral accelera-
tor consumes additional power, resulting in a slightly higher load current.

The load current increases further to 0.45 DCA when running a Tflite server, in-
dicating a slightly higher power consumption when the device is running a server
workload. This increase in power consumption is expected since running a server
workload typically requires more computational resources and, therefore, more power.
In order to monitor the energy consumption of a Raspberry Pi device during oper-
ation with an edge TPU accelerator, we introduced new measurements to compare
the input voltage and load current for two different complication modes (on node2):
co-compilation and regular compilation. Co-compilation is a technique where the
code is compiled simultaneously for both the host processor and the edge TPU,
while regular compilation only compiles for the host processor. We recorded both
modes” input voltage and load current and compared the results. The results of
the energy monitoring measurements show that the co-compilation mode requires
a slightly lower load current than the regular compilation mode when running a
small and large number of models. For example, when running 100 models, the
co-compilation mode had a load current of 0.42 DCA while the regular mode had
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FIGURE 4.5: Energy Consumption of Micronets” Ensembles

a load current of 0.44 DCA. Similarly, when running 2 models, the co-compilation
mode had a load current of 0.3 DAC, on the other hand, the regular compilation had
0.36 DAC. However, when running only one model, both modes had a load current
of 0.3 DCA.

It’s worth noting that the input voltage remained constant at 5.03 DCV for both
modes and across all numbers of models tested. These measurements are useful
for understanding the energy consumption of a Raspberry Pi device when using an
edge TPU accelerator and can inform decisions on system optimization and energy

efficiency. The complete results of these measurements can be found in Table 4.7 and
Table 4.8.

TABLE 4.7: Energy Monitoring Results for Regular Compila-
tion Mode

Number of models Input voltage (DCV) Load current (DCA)

100 5.03 0.44
50 5.03 0.43
25 5.03 0.36
10 5.03 0.36
5 5.03 0.36
4 5.03 0.37
3 5.03 0.36
2 5.03 0.36
1 5.03 0.3

From Figure 4.5, it can be seen that Node2 pulls (0.3 A) in the rest mode. While
making the inference(using co-complied models, and the number of samples is less
than 50), the “load current” is almost the same. The “load current” is increased
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TABLE 4.8: Energy Monitoring Results for Co-compilation

Mode
Number of models Input voltage (DCV) Load current (DCA)
100 5.03 0.42
50 5.03 0.42
25 5.03 0.36
10 5.03 0.3
5 5.03 0.3
4 5.03 0.31
3 5.03 0.33
2 5.03 0.3
1 5.03 0.3

by nearly 0.12 when Node?2 tries to make predictions on fifty or a hundred images.
When an inference is made with regular-complied models, the “load current” in-
creases by a small degree even when the number of testing samples is less than
fifty; it is worth mentioning that in both compilation methods, the input voltage
for Node2 during the inference has not changed (5.04 V). This indicates that co-
compilation does not only improve the inference time, but also reduces the required
energy to run ensembles on resource-limited devices.

4.54 Computational Complexity

To understand the complexity of the proposed method, we first need to calculate the
complexity of a deep learning model v. Assuming k is the number of layers in v,
m/n are the input/output dimensions, N is the total number of parameters, and w
is the depth of a neural network. Based on this, the complexity of a ResNet model
as a linear programming problem (LP) for a given sample of data (size D) could

be defined as: O((mlog(m))Ao(Kz) /ertmtN D) [Bienstock, Mufioz, and Pokutta,

2022]. Where G denotes to the computational graph of v, A the maximum vertex
in-degree in G while € > 0. Similarly, the complexity on CIFARIOCNN in LP is:

O((mwO(KZ) /€) n+m+ND>. Moving now to define the complexity of the proposed

ensemble pruning technique. First, the complexity of the descending order in the
worst case is O(nlogn); k-means complexity is O(n“*1); where n is the number of
entries that need to be clustered, k is the number of clusters and d is the number
instances in the pruning set. Given that the number of classifiers in an ensemble is
constant, the computational complexity is bounded by the complexity of the neural
network, as given.

4.5.5 Discussion

This section first outlines the key hyperparameters that define the MicroNets frame-
work, setting the stage for subsequent performance evaluations. We then present the
results of MicroNets, initially examining their memory footprint to assess the practi-
cality of deploying these ensembles on devices with constrained storage. Following
this, we discuss the accuracy outcomes of the "Accuracy First" and "Diversity First"
strategies, highlighting how these approaches influence ensemble performance. Fi-
nally, we consider the implications of MicroNets on the inference time and resource
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usage on AloT devices, specifically focusing on the Raspberry Pi, to gauge their effi-
ciency in edge computing environments.

In MicroNets, the selection and tuning of hyperparameters play a pivotal role
in the development and optimisation of the deep learning ensemble. The hyperpa-
rameters, such as sparsity levels (s), pruning steps (1), initial (s;) and final sparsity
(sf), pruning frequency (At), and the number of clusters (k) for ensemble pruning,
are critical as they directly influence the model’s complexity, performance, and ulti-
mately its deployment feasibility in resource-limited environments.

The pruning technique’s hyperparameters, particularly the sparsity levels and
pruning steps, dictate the degree and pace at which the model is simplified. A
higher initial sparsity (s;) may lead to a more aggressive reduction in complexity, po-
tentially at the cost of accuracy. Conversely, a gradual increase in sparsity towards
the final level (sf) over numerous pruning steps (1) allows for a more controlled
simplification, preserving the model’s ability to generalise. The pruning frequency
(At) further refines this process, enabling fine-tuning of the model’s response to the
pruning regimen.

The selection criteria hyperparameters, which include the accuracy and diversity-
first strategies, determine the ensemble’s composition. The accuracy-first strategy
prioritises predictive performance, potentially leading to an ensemble skewed to-
wards high-performing models that may, however, lack diversity. The diversity-
first strategy, on the other hand, ensures a heterogeneous ensemble, enhancing the
model’s robustness to varied data inputs but possibly at the expense of individual
model accuracy.

Moreover, the number of clusters (k) in the diversity-first strategy is a significant
hyperparameter that affects the balance between diversity and accuracy. A higher
number of clusters may increase diversity but can dilute the ensemble’s overall pre-
dictive power if too many low-performing models are included. Conversely, fewer
clusters might not capture the full spectrum of the data’s characteristics, leading
to a potential underfitting. The careful calibration of hyperparameters within Mi-
croNets is reflected in the experimental outcomes, which we now turn to. Micronets
employs a multi-phase pruning technique to achieve high compression ratios while
still maintaining high accuracy levels through ensemble learning. The results of the
experiments show that Micronets is capable of achieving compression ratios of up
to 91%, leading to a reduction in the memory footprint of the ensembles created. In
addition, the "Accuracy First" strategy outperforms the "Diversity First" strategy in
both the CIFAR10 and CIFAR100 datasets. On the CIFAR10 dataset, the "Accuracy
First" strategy generates ensembles that yield better results, with the highest accu-
racy achieved when the ensemble size is three, reaching 82%. In contrast, the "Diver-
sity First" strategy produces ensembles with an accuracy of 79% when k = 3. When
it comes to the CIFAR100 dataset, the "Accuracy First" approach produces models
with higher accuracy than the baseline model. The highest accuracy is achieved by
combining an ensemble of two models, with an accuracy of 55%. However, the use
of the "Diversity First" strategy results in a significant drop in accuracy when using
k = 3,5,7. The proposed "diversity first" approach does not appear to be very suc-
cessful when applied to the CIFAR100 dataset, possibly due to the use of majority
voting, which may not be effective for complex datasets such as CIFAR100 where the
goal is to provide accurate prediction from a pool of 100 distinct labels. Therefore,
further research is needed to explore more effective voting mechanisms for complex
datasets.

The energy monitoring measurements detailed in section4.5.3 provide a nuanced




11S’hapt‘er 4. MicroNets: A Multi-Phase Pruning Pipeline to Deep Ensemble
Learning in IoT Devices

view of the power dynamics under different operational modes. Notably, the co-
compilation mode demonstrates a clear advantage in energy efficiency when scal-
ing to a larger ensemble of models, consuming less power with a load current of
0.42 DCA compared to the 0.44 DCA of the regular compilation mode for 100 mod-
els. This distinction becomes less pronounced with fewer models, where the regu-
lar mode tends to be more energy-efficient. Interestingly, when operating a single
model, both modes exhibit an identical load current of 0.3 DCA, indicating a base-
line power requirement for the Raspberry Pi devices equipped with an edge TPU
accelerator. The input voltage remains consistently at 5.03 DCV across both modes,
reinforcing the reliability of the power supply. These findings are particularly rel-
evant in the context of resource-constrained environments, where energy efficiency
translates directly into operational sustainability and cost-effectiveness. In such set-
tings, the ability to run a larger number of models without a proportional increase in
power consumption is invaluable. It implies that devices can perform more complex
tasks or run for longer periods without necessitating additional power resources or
frequent recharging, which is often a critical limitation in remote or mobile deploy-
ments.

Moreover, the co-compilation mode’s energy savings when running extensive
model ensembles suggest that it is possible to optimise system performance without
linearly scaling energy consumption. This is crucial for edge computing applications
where computational resources are limited, and power efficiency is paramount. By
reducing the energy demand per model, the co-compilation mode enables a denser
deployment of models, allowing for more sophisticated analytics and decision-making
processes on edge devices.

Future work in this domain could expand on these initial insights by exploring
the interplay between power consumption and other computational factors, such as
the workload intensity and the processor’s clock frequency. Understanding these re-
lationships will further clarify how energy efficiency can be maximised in resource-
constrained scenarios, ensuring that the computational potential of edge devices can
be fully leveraged while still operating within the tight bounds of energy availability.

Additionally, in table 4.5, we find that the proposed approach operates smoothly
on the Raspberry Pi device, which is resource-constrained, as the temperature and
current load have only slightly changed. However, there is a slight delay in making
inferences on Raspberry Pi devices, which makes it not ideal for real-time applica-
tions. Therefore, further investigation is necessary to evaluate the impact of using
fine-tuned CNN architectures, such as MobileNets, which is designed specifically to
run on resource-constrained environments. Using such networks could significantly
reduce inference time and even model size.

Despite this limitation, Micronets demonstrates its feasibility for running deep
learning ensembles on typical IoT devices, paving the way for a new generation
of advanced Al applications and limitless possibilities that could benefit from the
power of ensemble learning. For example, models generated by Micronets could be
deployed on water distribution networks for contamination detection. The sensors
in the network could collaborate to form deep learning ensembles that yield accu-
rate decisions at the edge to contain water contamination in parts of the network
rather than the entire water network. This approach could significantly improve the
efficiency and accuracy of water distribution networks, leading to improved pub-
lic health and environmental outcomes. Overall, Micronets represent a promising
avenue for expanding the capabilities of Al applications in resource-constrained en-
vironments.
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4.6 Summary

In this chapter, we presented MicroNets which aims to enable deep ensemble learn-
ing on Al edge endpoints, leading to improving ensemble classifiers in terms of
generalisation, size, accuracy, and inference time. The experimental results on CI-
FAR10 and CIFAR100 were highly promising as the compression ratio was around
92%, and the composed ensembles could outperform the accuracy of baseline mod-
els. These findings suggest that MicroNets is a highly effective approach for run-
ning deep learning ensembles in resource-limited environments. Furthermore, we
demonstrated the ability of MicroNets to preserve the resources of distributed Rasp-
berry Pi devices while efficiently running ensemble learning.

However, we also found that the inference time may not be ideal for some time-
critical applications that require near real-time predictions. This issue is primarily
due to the fact that the architectures of these models were not optimised to run on
resource-limited environments. Nonetheless, using fine-tuned CNN architectures
such as MobileNets, which are explicitly designed to run on resource-constrained
environments, could significantly improve inference time and even model size. Fur-
ther investigations are necessary to evaluate the effect of using such networks.

Another potential area of improvement for MicroNets is its ensemble learning
technique (max voting), which has room for improvement on the CIFAR100 dataset
to enhance accuracy. While MicroNets demonstrated high accuracy on CIFARI10, it
struggled with more complex datasets such as CIFAR100, indicating that more ad-
vanced voting mechanisms may be needed for such datasets. Further exploration
is required to find more effective voting techniques that can work optimally with a
more comprehensive range of datasets.

In summary, MicroNets represents a significant breakthrough in enabling deep
ensemble learning on Al edge endpoints. The ability to run ensemble learning ef-
ficiently in resource-limited environments opens the door to new possibilities for
advanced Al applications that could significantly improve public health, environ-
mental outcomes, and other sectors. Overall, the results of this study show that
MicroNets has the potential to revolutionise the field of deep ensemble learning and
significantly impact the development of resource-efficient Al systems.

In the upcoming chapter, we will delve into the concept of FedNets: as a novel
Federated Learning Strategy explicitly designed for Edge Devices. This cutting-edge
approach utilises pruned ensembles of deep learning models, tailored to overcome
the data privacy challenges inherent in AloT devices.

By leveraging the potential of Federated Learning, FedNets empowers Edge De-
vices to collaborate and acquire knowledge collectively, eliminating the necessity for
a centralized data repository. This methodology guarantees the privacy and security
of sensitive data while facilitating the creation of robust machine learning models,
even in scenarios where the edge devices exhibit varying distributions of class labels.

Moreover, the incorporation of pruned ensembles within FedNets facilitates the
development of exceedingly efficient models that can seamlessly operate on resource-
limited Edge Devices. Consequently, this diminishes the computational load on in-
dividual devices and paves the way for the establishment of more sustainable AloT
systems.

Overall, the adoption of FedNets represents a significant step forward in devel-
oping secure, accurate and efficient AIoT systems that can support a wide range of
applications, from healthcare and finance to manufacturing and transportation.
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Chapter 5

FEdNetSI Federated Learning on Edge Devices using Ensembles of
Pruned Deep Neural Networks

In the previous chapter, we outlined a pioneering framework named MicroNets: A
multi-phase pruning pipeline to deep ensemble learning in IoT devices, built upon the En-
syth approach expounded in 3. The purpose of Micronets was to provide a robust
and resource-friendly structure suitable for resource-limited devices. Nonetheless,
the practical deployment of AloT applications imposes constraints on data privacy
and security.

This chapter introduces a new paradigm, namely, FedNets: Federated Learning on
Edge Devices using Ensembles of Pruned Deep Neural Networks, that aims to address
the fourth and the fifth objectives of this thesis outlined in Chapter 1. The proposed
approach describes an innovative, secure, and resource-efficient federated learning
framework that operates deep learning ensembles on edge devices. To achieve this
goal, FedNets leverages the groundwork laid out in Chapter 4, utilising graph theory
to minimise communication overhead in federated learning and manage the statis-
tical heterogeneity typical of real-world applications.

It is worth noting that the approach presented in this chapter has been published
as a full paper titled "FedNets: Federated Learning on Edge Devices Using Ensem-
bles of Pruned Deep Neural Networks" in IEEEAccess Journal, Volumel1 [Alhalabi,
Basurra, and Gaber, 2023].

5.1 Introduction

with the proliferation of the Internet of Things (IoT), and the launch of 5G networks,
the IoT has emerged as one of the major technological advances in our lives. We can
see their advances in different domains, including wearable smart health devices
[Ghosh, Samanta, and Chakraborty, 2021], intelligent energy networks, smart trans-
portation [Mohammadi and Al-Fuqaha, 2018] and smart building [Lui, Chan, and
Leung, 2021], [Lui, Chan, and Leung, 2022]. These tiny connected devices generate
massive amounts of data on the network edge, giving great opportunities to gener-
ate valuable insights and complete sophisticated machine learning (ML) tasks. The
traditional approach to analysing IoT data is to transfer user data (clients) to a cen-
tral cloud server. Then the server completes the analysis and generates the required
insights [Ghosh and Grolinger, 2020]. However, moving sensitive information to
a remote server can pose a significant risk to data privacy and lead to breaches of
data protection laws such as GDPR (General Data Protection Regulation) [Voigt and
Bussche, 2017]. Federated learning is a machine learning paradigm that enables the
collaborative training of a model on data that is distributed across multiple devices
or data centers without the need to transfer raw data to a central server [Yang et al.,
2019]. In the standard federated learning setting, each device contributes an inde-
pendent and identically distributed (IID) sample of data to the model. However,
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most current FL strategies are not optimised to handle statistical heterogeneity, such
as non-iid (non-independent and identically distributed) data generated by differ-
ent clients [Wu, He, and Chen, 2020]. Since other clients are likely to exhibit dif-
ferent behaviour (distinct usage patterns), the local training samples may follow a
different distribution. As a result, the local models will likely become vastly dif-
ferent; hence they could reduce the accuracy and lead to slow covariance [Zhao et
al., 2018]. Furthermore, different studies raised some privacy concerns related to
sharing weights and biases by models. Sharing the model updates during the train-
ing process make it vulnerable to penetration, potentially causing leaks of sensitive
information [McMahan et al., 2018]. A number of authors have considered tackling
non-iid challenges using clustering [Huang, Tiropanis, and Konstantinidis, 2022], [Li
et al.,, 2023]. Clustering is a technique that can be used in non-IID federated learn-
ing to mitigate the impact of non-1ID data distribution [Tian et al., 2022]. Clustering
can group devices with similar data distributions together and allow local models
to be trained on similar data; the resulting local models can then be combined to
obtain a more accurate global model [Shu et al., 2023], [Morafah et al., 2022]. Per-
sonalisation in federated learning through clustering is further emphasised in recent
academic works. Agarwal et al. discuss the role of personalisation in federated
learning, which could be enhanced by clustering techniques to tailor models to spe-
cific user groups or devices [Agarwal, Yurochkin, and Sun, 2022]. Zhao et al. de-
scribe a two-phased federated learning approach that incorporates clustering and
personalisation for more accurate predictions in applications like natural gas load
forecasting [Zhao et al., 2023]. Additionally, Yan and Long explore the concept of
personalisation disentanglement in federated learning, which could potentially be
linked to clustering methods to separate personalised components from a shared
global model [Yan and Long, 2023].

This chapter proposes a novel holistic approach to a federated learning strategy
based on ensemble learning that improves accuracy and respects privacy at the edge
end. This work is the first of its kind because it looks at federated learning from a
different perspective. Unlike traditional federated learning strategies, our approach
allows clients to collaborate by sharing complete models, not only weights. The pro-
posed framework is an iterative process that begins by initialising a pool of pruned
deep learning models (a global pool). These models are then randomly deployed
to different clients to be trained on local datasets, taking into account any discrep-
ancies in label distribution between the local and global datasets. Subsequently, the
models” predictions are combined using ensemble learning to achieve a better gen-
eralisation performance on the local testing sets. The next step in the process is per-
sonalising the ensemble-based federated learning by clustering the models exhibit-
ing similar behaviour. However, clustering DNNs on resource-constrained devices
can be computationally expensive. To address this issue, we employ graph embed-
dings theory to reduce the complexity of the DNNs. Each ANN can be represented
as a graph, with nodes representing layers and vertices representing connections be-
tween layers. We generate embeddings of all models and then cluster them. Finally,
we select representatives of the resulting embedding clusters and ask the clients to
share the corresponding models to be part of the global pool, thus initiating a new
iteration.

Our key contributions could be summarised as follows:

¢ introducing a new federated learning strategy under non-iid settings; the pro-
posed approach employs deep-ensemble learning to maximise the generalisa-
tion at the edge-end and provide better performance on different distributions
of the clients” local data;
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* proposing a novel ensemble pruning technique to reduce communication over-
heads over the network. It aims to minimise the storage footprint for ensem-
bles by applying affinity propagation clustering. The clustering is applied to
the embeddings of the models, considering that a graph could represent each
artificial neural network, and

* establishing a new privacy approach to preserve clients’ sensitive data in the
applications that require running an ensemble of models.

The chapter is structured as follows: Section 5.2 provides a detailed description
of the proposed approach, including formalization and algorithms of FedNets. In
Section 5.3, we present the experimental setup, including details about the dataset,
model, and server specifications. We also compare our accuracy results with the
state-of-the-art federated learning strategies, and report other results related to the
performance of ensembles and the privacy of clients. In Section 5.4, we conclude the
chapter by highlighting the strengths and limitations of FedNets.

5.2 Method

In this section, we describe the proposed approach by providing a summary of the
entire process and then explain each step in detail.

The proposed framework is an iterative process; it starts by initialising a pool of
pruned deep learning models (a global pool 6y). Then, the members of the proposed
pool are randomly deployed to different clients to be trained on local datasets (as-
suming the label distribution of the local datasets does not match the global one).
After that, the predictions of the models are combined using ensemble learning to
obtain a better generalisation performance on the local testing sets. The next step
in the process is to personalise the ensemble-based federated learning by clustering
the models exhibiting similar behaviour. However, clustering DNNs on devices that
are resource-constrained is expensive. Thus, we employ graph embeddings theory
to reduce the complexity of the DNNs. Since each ANN (Artificial Neural Network)
could be represented as a graph (nodes are layers, vertices are connections of layers),
we generate embeddings of all models, and then we cluster them. Finally, we choose
representatives of the resulting embedding clusters and then ask the clients to share
the corresponding models to be part of the global pool 6y and a new iteration begins.

The following is a detailed description of the steps of FedNets and the overall
system topology.

5.2.1 System Topology

As many federated learning strategies, FetNets follows the star network communi-
cation topology where a central cloud server is connected to a network of resource-
limited devices. The server orchestrates the learning process by aggregating deep
learning ensembles from all connected clients (each communication round). Fig-
ure ?? summarises the main communication topology.

5.2.2 Ensemble Generation and Pruning:

In non-iid federated learning settings, the statistical heterogeneity of clients can vary
significantly [Wu, He, and Chen, 2020]. This led to a different distribution of the local
data on each client [Zhu et al., 2021], hence traditional federated learning settings ex-
perience a drop in accuracy [Kone¢ny et al., 2017]. To overcome those challenges, our
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FIGURE 5.1: FedNets follows a star communication topology

where a server connects with all the remote clients. The server

orchestrates the communications in each learning round, it

starts by deploying the global ensemble to the clients. Then,

each client shares a few members of their ensembles with the
server.

approach utilises deep ensemble learning to give more generalisation power at the
edge end and boost performance. Typically, any pruning process has different hy-
perparameters, and it could be challenging to set the optimal values of these param-
eters. Thus, different optimisation techniques could be used [Ahmed et al., 2022],
[Yuan et al., 2022b], [Zhao, Wang, and Mirjalili, 2022], [Yuan et al., 2022a]. However,
due to the high complexity of DNNs, we aim to prune the models before running
them at the edge end. To complete the pruning and the deployment of models, we
follow a similar approach to the one described here [Alhalabi, Gaber, and Basura,
2021]. In this work, the authors proposed a multi-phase pruning framework that
enables edge devices to run deep ensemble learning without draining the resources
of devices. However, our approach has two main differences: (1)In our approach,
we use Constant Sparsity Pruning [tfmot.sparsity.keras.ConstantSparsity | TensorFlow
Model Optimization n.d.] as a preferred alternative to weight pruning. This method,
prevalent in machine learning, systematically mitigates model complexity by cycli-
cally eliminating the least consequential parameters, thereby preserving a consistent
degree of sparsity throughout the progression of the training phase, and (2) integer
quantisation is ignored as we do not run the experiments on real devices. At the
end of this step, we have a group of N clients; each client has a group of M different
models.
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5.2.3 Model training on Local Datasets (NON-IIDs) Update
Local Models Weights

As all federated learning strategies, FedNets requires the local models (ensemble
members) to be trained on the datasets of each client. In the training process, the
models will simply learn the good values for all the weights and the bias from the
labelled examples. However, FedNets employs deep learning ensembles, thus the
training accuracy will depend on all members. To calculate the accuracy of an en-
semble: Let En = mj,--- ,my be an ensemble of the deployed models m;. The
prediction of the ensemble for a training/testing example (x is the data feature, y
is the data label) using max-voting is the class that receives the maximum support
1 final (W) from all members of the ensemble. Based on that, the output of the ensem-
ble could be defined as:

N
Nfina (W) = argmaxje(y ... cy Zyi,j
i=1

5.2.4 Graph Conversion

Graph clustering based on embedding is a popular technique that aims to convert
graph structure and node attributes into the low dimensional feature, and split sim-
ilar nodes into non-overlapping groups [Xie, Girshick, and Farhadi, 2016], [Guo and
Dai, 2022]. The purpose of this step is to cluster models with similar properties us-
ing the graph topology and node features. To convert an artificial neural network
to a graph, let us have a k layer neural network, each layer has a set of weights
W = wy,wy, -+, wy, the output of layer kisz = W x x 4 b.

A graph G = (V,E) is defined as a collection of vertices V = {vy,...,v,} where
v; € En, edges E = {eij}fszl where ¢; is a connection between /; and ;1 assuming
that k is a layer in m;, and X; = {(w1,b1),- -, (wy, by)} is the corresponding node
vector that holds the average weights Y"5_, avg(W;) and biases Avg(Ys_; (b)) in each
layer k.

Figure 5.2 shows how FedNets converts an artificial neural network into a graph.

5.2.5 Graph Embedding Generation

The representation of a node v; according to [bai_unsupervised_2019] can be calcu-
lated as :
k= MLPj, ((1 +e) it ¥ yj.”) (5.1)
JEN()
where pi; is the representation of node v;, N(i) is the neighbourhood of node V;,
€ could be learnt by a hyperparameter or GD (gradient descent) and MLPI’/(vk refers
to multilayer perceptron for the k' GIN layer and weights Wj. After generating the

node embeddings, we calculate the overall graph embeddings following the same
approach described in [Bai et al., 2019]:

hg = MLPw <Hf:1ATT®(k) (Ug)> (5.2)
The embedding of the input graph of graph g is Ug € RN*P where the n — th row,

u, € RP. The output of this step is an array of the corresponding graph embeddings
for each model Em;.
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FIGURE 5.2: FedNets approach to convert an ANN to a graph.
Each layer will be converted to a node, and the mean value of
the weights/biases will be added as a feature to the node

5.2.6 Clustering of Embeddings

The clustering of embeddings is a critical step in the FedNets approach, which aims
to identify and utilize the most representative models for federated learning tasks.
After training, each model m; within the initial set 6y is transformed into a two-
dimensional array Em;, which serves as a compact representation of the model’s
learned features or "embeddings". These embeddings capture the essence of the
data patterns that each model has learned.

To effectively group similar models, we employ affinity clustering on the set of
embeddings {Em;}. Affinity clustering is a technique that identifies clusters based
on the similarity of data points, which, in our case, are the embeddings of the mod-
els. This method does not require the number of clusters to be specified a priori,
which is advantageous in federated learning scenarios where the optimal number of
clusters is not known in advance.

Selection Criteria for Representative Models

Once the clusters {C;} are formed, we proceed to select representative models from
each cluster. The selection is governed by two main criteria:

1. Cluster Size: A cluster C; must have a size greater than a threshold value
K. This threshold is defined as a range from 1 to 20, K = {1,---,20}. The
rationale behind this criterion is to ensure that the chosen cluster has a suffi-
cient number of models to be considered statistically significant and to avoid
overfitting to particularities of the training data.
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2. Model Accuracy: The accuracy acc; of a model m; on a validation set VS must
exceed 55%. The validation set VS is a subset of the training data, compris-
ing 10% of it, which is held out specifically for this validation purpose. This
accuracy threshold ensures that only models with a reasonable baseline per-
formance are considered for selection.

The equation of the representation selection is provided within the formula:

{miECiwhere:cl>K where K={1,---,20} (53)

acc; > 55%on VS

The pseudocode of FedNets is shown in Algorithm 8. This pseudocode provides
a step-by-step procedural guide to the implementation of the FedNets approach. It
outlines the sequence of operations that are performed during the federated learn-
ing process, including the initialization of parameters, the distribution of models
to clients, the local training on clients” devices, the transformation of models into
embeddings, the clustering process, and the selection of representative models.

Algorithm 8 FedNets pseudocode

Server
Initialise global pool 6
for Each communication Round R, r < 1to T do
Select N Client
for Each clienti =1,2,.., N do
Download 6,
Client; update and receive em;
end for
GE < AffinityPropagation(EMs)
M < RepresentativeSelection(GE)
Update Global Pool 6y with M
end for

Client Update
Replace local ensemble 6; < 6;,1
for Local Epoch e <~ 1to E do

N
Nfinat(W) = argmaxieqy ... cy Y Vi
i=1

end for
for Each model M in 6; do

em <— generatedEmbeddings(M) return em
end for

5.2.7 Privacy Preserving

Unlike the typical federated learning approaches, the proposed method provides
a privacy-preserving-by-design approach. The sharing of a subset of the local en-
semble per client makes it harder to reveal the behaviour of the users of individual



Chapter 5. FedNets: Federated Learning on Edge Devices using Ensembles of
120
Pruned Deep Neural Networks

clients. Formally, if the number of models making up the ensemble in a client is n,
only m models are shared, where m < n. Thus, privacy increases when the value
T = % decreases. Note that T can be a hyperparameter when applying the proposed
method. An important factor in increasing privacy is the diversity of the ensemble.
The more diverse the ensemble is the more private the proposed method is. In other
words, with the same value for 7, the diverse ensemble is inherently more private.

For example, if n = 10 and m = 3, then T = 0.3. This is a setting that will result in
high privacy. However, if T = 0.9, then privacy may be compromised, because most
of the models that make up the ensemble are shared centrally, making it possible
to reproduce the data fed to the model locally. It is worth pointing out that in a
typical federated learning setting, the parameters of the model are shared centrally
(i.e. T = 1), making the models shared by the clients vulnerable.
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FIGURE 5.3: FedNets Framework involves the following steps:-
Stepl: server deploys deep learning ensembles to the clients and
clients train them locally; step2: Each client converts the local models
into graphs assuming: nodes are the layers, edges are links between
layers and the attributes of the nodes are mean of weights and biases
of whole layers; step3: clients generate the corresponding graph em-
beddings and share them with the server; step4: the server to cluster
the embeddings using affinity propagation and choose a representative
from each cluster, then models are deployed to clients.

5.3 Experimental study

In this section, we first explain in detail our simulation environment and setup,
then evaluate the precision of Fed-Nets using the ResNetV2 and CIFAR100 federated
dataset. Next, we compare our results with Fed-Avg. Finally, we provide important
measures related to ensemble performance, such as inference time, required train-
ing time, and the number of models per client. Those measures are essential to give
an idea about the feasibility of running deep ensembles on resource-limited devices
(IoT). The code used in the experiment is publicly available on GitHub'.

thttps:/ / github.com /besherh /FedNets
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5.3.1 Data set and Models

Federated CIFAR100 for Simulation

This dataset is specially designed to simulate non-independent and identically dis-
tributed data samples. It is derived from the original CIFAR100 dataset, and it has
50,000 training samples and 10,000 testing samples. Unlike the original dataset, the
training and testing samples are partitioned across 500 and 100 clients (respectively,
and no overlapping across the clients). The training clients” IDs range from 0 to 499,
while the testing clients” IDs go from 0 to 99. The data partitioning part is done
using PAM (Pachinko Allocation Method) [Li and McCallum, 2006], which is an im-
proved version of LDA (Latent Dirichlet Allocation). This approach uses a two-stage
LDA process, where each client has an associated multinomial distribution over the
coarse labels of CIFAR-100, and a coarse-to-fine label multinomial distribution for
that coarse label over the labels under that coarse label.

ResNetV2

This model belongs to the Deep Residual Networks (RNNs) family that achieved
breakthroughs in the deep learning community. ResNetV2 is the new version of
ResNet, the main improvements are related to the arrangement of the layers in resid-
ual blocks. The Model accepts an input of shape 299 x 299 pixels; the output is the
probability distribution for the predicted classes [He et al., 2016b].

5.3.2 Simulation Setup

We run our simulation on a powerful workstation with multiple GPU and CPU
nodes. The following are the hardware specifications:

¢ CPU Nodes:5 nodes - 72 cores per node, PowerEdge R740 Server, Intel Xeon
Gold 6240 2.6G.

¢ GPU Nodes:2 nodes - 72 cores per node, PowerEdge R740 Server, Intel Xeon
Gold 6240 2.6G, NVIDIA(R) Tesla(TM) T4 16GB Passive, Single Slot, Full Height
GPU (2 cards per node) - 320 Turing Tensor cores and 2560 Cuda cores per
card.

All nodes have "CentOS-8.2.2004-x86_64" operating system installed. There are
also different hyperparameters that control the design of FedNets, starting from ini-
tialising the global pool and ending with the deployment of the models to the clients.
Table 5.1 summarises all hyperparameters that are used in the different processes of
FedNets.

As shown in Table 5.1, there are a lot of different hyperparameters that control
the process flow of FedNets. Starting from the generation of the global pool and
ending with representative selection. The values of the hyperparameters are selected
based on a “trial and error” approach, and we only reported the values related to
the presented results.
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TABLE 5.1: FedNets Hyperparameters
Phase Hyperparameter Values
name
Epochs [2,3,4,5,6]
Batch Size [16,32,64]
Training and Pruning Loss {i?;,gorlﬁleancrogzuafend
Error, Mean Absolute
Error]
Optimiser Adam
Target Sparsity [0.2,0.55]
Frequency [50,75,100]
Graph Classification | [32,64]
Model-Layer Size
. Graph Classification | ReLU
Embeddings Model- Activations
Graph Classification | 0
Model- Dropout
Graph IDX - Size (100, 2)
Pair Model - opti- | Adam((1le-2)
miser
Pair Model - Loss MSE
Validation Ratio 0.1
Clustering Accuracy Threshold | 0.3
Cluster Length 10
Sample Size 60
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5.3.3 Results and Analysis

We start this section by introducing some details about the baseline model and the
pool of models we used to deploy deep learning ensembles to clients. We next in-
vestigate the effectiveness of FedNets on non-iid settings. We use the federated CI-
FAR100 dataset as a benchmarking dataset and ResNetV2 as a baseline model. Ad-
ditionally, we provide accuracy comparison with state-of-the-art federated learning
algorithms including Fed-Avg and Fed-Yogi. The simulation is applied to a different
number of clients (two clients, five clients and ten clients) for four federated learn-
ing rounds, where each client has an ensemble of ten pruned models. Finally, we
provide time measures related to the performance of the deep learning ensembles
on the proposed virtual clients.

The baseline of ResNetV2 (3,575 KB) is trained on the original CIFAR100 dataset
and the accuracy of the model on the testing set is 68%. We apply constant-sparsity
pruning on ResNetV2 to generate a pool of 500 models. During the pruning process,
we use different values of the pruning hyperparameters to ensure diversity between
the pool’s members. Diversity leads to better generalisation and provides better ac-
curacy results at the edge end as shown in [Alhalabi, Gaber, and Basurra, 2019]. The
maximum accuracy in the pruned pool against a validation set (20% of the testing
set) is around 66% and the minimum is 0.05%. The pruning lead to around 37% re-
duction of the original baseline model size( the average size of the pruned models is
1,295 KB).

Comparison With the State of the Art

Here we compare the accuracy results of FedNets with two of the state of the feder-
ated learning strategies (FedAvg, FedYogi) on the federated CIFAR100 dataset. In
the next section, we provide the simulation results for different numbers of clients
(two, five, and ten clients). As shown in Figure 5.4 and when the number of clients
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FIGURE 5.4: Accuracy comparison on two clients

is equal to two, FedNets accuracy is 93% and 86% in clientl and client2, respectively.
On the other hand, the accuracy of FedAvg is 56% on clientl and 14% on client2.
Similarly, the accuracy of FedYogi on clientl and client2 is 1% and 60%.

The results of the accuracy of FedNets on five different virtual clients are pre-
sented in Figure 5.5. The chart shows that FedNet’s accuracy is better than FedAvg
and FedYogi on all clients. The minimum accuracy for FedNets is 90% while the best
accuracy reached by FedNets is 80%.

Figure 5.6 compares the accuracy results between FedNets, Fed Avg and Fed Yogi.
Looking at Figure 5.6, it’s apparent that FedNets still achieves superior performance
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FIGURE 5.5: Accuracy comparison on five clients

and can beat the state-of-the-art methods on all clients. We can also see that the max-
imum accuracy of FedNets is 100% on the client3, the maximum accuracy of FedAvg
is 80% on client7 and client 8, and the best accuracy of FedYogi is 53% on client10.
As shown in Figures 5.4,5.5 and 5.6, there is a significant performance difference

Accuracy

clientl client2 client3 client4 client5 client6 client7? client8 client9 client 10

FIGURE 5.6: Accuracy comparison on ten clients

between FedNets and Fed Avg/FedYogi. Our proposed approach provides better ac-
curacy results on a different number of clients; the clients can share their knowledge
by exchanging the members of the ensembles, and it seems to be better than the
traditional approach of sharing the weights of the models.
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Ensembles Performance

In the section above, we present the accuracy results for the federated CIFAR100
dataset. Now, we move to present the simulation results of the required time to
complete one federated learning round inFedNets. Each round consists of three main
steps: training, inferencing, and deployment. We run this simulation on CPU nodes
for four federated learning rounds. The simulation results are presented in Table 5.2.

TABLE 5.2: Time required by the major steps of FedNets in sec-

onds.
Measure Round1|Round2 | Round3 | Round4

2 Clients
training locally 78.03 61 54.37 43.39
ensemble inference | 25.36 19.95 19.22 14.27
deployment 64.87 | 62.37 | 62.03 | 60.16

5 Clients
training locally 236.69 | 228.82 | 256.42 | 222.21
ensemble inference| 74.79 77.37 75.84 72.18
deployment 82.62 | 93.04 | 80.74 | 81.35

10 Clients
training locally | 681.45 | 664.27 | 663.02 | 663.76
ensemble inference | 186.63 | 175.94 | 178.53 | 117.06
deployment 120 121.18 | 116.41 | 116.38

On closer inspection of Table 5.2, it shows that training the deep learning ensem-
bles on the local datasets is consuming most of the time. Training time is noticeably
increased when the number of clients is ten (almost 12 minutes to complete). How-
ever, the inference time of the ensembles is acceptable in most of the applications.

It can also be seen from the data in Table 5.2 that, in general, FedNets requires
a relatively long period of time to complete a federated learning round (especially
when the number of clients is rather considerable, like ten). However, we should ac-
cept the fact that FedNets is an ensemble-based approach that aims to maximise the
generalisation and accuracy at the edge end, so it requires more time to complete
a federated learning round. Additionally, we are running the simulation on CPU
nodes only. In a real-life application, resource-limited devices could be attached to
cutting-edge Al accelerators that bring the power of TPUs to the edge. We believe
that this led to a significant improvement in the time complexity of FedNets as shown
in [Alhalabi, Gaber, and Basura, 2021]. Turning now to examine the size of the com-
posed ensembles on each client after each federated learning round. This could be
directly related to the effectiveness of our approach in preserving the resources of
IoT devices. Table 5.3 displays the changes in the number of models per client (en-
semble size) after each federated learning round.

As shown in Table 5.3, FedNets reduces the size of the ensemble by 50% after
round 4 (assuming that each client starts with ten models, as explained earlier).
The simulation on both five and ten clients shows that FedNets is still able to re-
duce the number of models per ensemble which lead to reducing the required mem-
ory/storage required by the approach.
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TABLE 5.3: Changes to the number of models per client

Number of models | Round1 |Round2 | Round3 | Round4
2 Clients
Clientl 7 8 7 6
Client2 6 7 7 5
5 Clients
Clientl 8 10 7 9
Client2 5 5 9 9
Client3 9 9 9 8
Client4 7 9 7 9
Client5 7 9 7 5
10 Clients
Clientl 10 10 8 9
Client2 9 10 9 7
Client3 10 9 10 8
Client4 9 10 8 8
Client5 10 10 9 10
Client6 10 9 10 8
Client7 9 10 10 9
Client8 9 10 10 9
Client9 10 9 9 10
Client10 10 10 8 10

Preserving Privacy

As previously stated, FedNets prompts federated learning by allowing clients to
share the members of the local ensembles; at the same time, FedNets respects the
privacy of the clients.

Table 5.4 shows summary statistics about the number of shared models per client.
It is worth mentioning that the value of 7 is not controlled during the simulation.
However, as explained earlier, T could be a hyperparameter to the proposed ap-
proach which will be used to trade off accuracy with privacy by controlling the
maximum number of models to be shared with the other clients. As seen in the table,
when the number of models is equal to ten, FedNets tends to share a large number of
models (average 9.6, T = 0.96). This could be minimised by defining T < 0.5 sharing
less than half of the models per client, forcing greater privacy. However, this may
come at the cost of compromising the accuracy of the federation.

Discussion of the Results

The results of FedNets as shown in Figures 5.4, 5.5, 5.6 indicate that the proposed
approach is effective in providing high accuracy in non-iid settings where the dis-
tribution of class labels is vastly different among clients. This will work well for ap-
plications that cannot compromise on accuracy as the quality of the output directly
impacts the reliability of the Al systems. For example, FedNets could be integrated
into Al-Based Medical Diagnosis systems to offer further data privacy assurance to
comply with Health Institutions” Data Protection Policies. The reasons behind the
superior performance of FedNets can be attributed to several key factors:
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¢ Ensemble of Diverse-Lightweight Models: Unlike Fed Avg and FedYogi, which
share model parameters over the network to update a single global model,
FedNets takes a fundamentally different approach. It allows clients to have
ensembles of diverse, lightweight models. This diversity enables FedNets to
capture a broader range of patterns and adapt more effectively to various data
distributions present in non-iid datasets like Federated CIFAR100.

¢ Graph Embedding Theory: FedNets leverages graph embedding theory to re-
duce the computational complexity of running Deep Neural Networks (DNNs)
on resource-limited IoT devices. In FedNets, each DNN is treated as a graph,
from which graph embeddings are generated. This innovative approach op-
timises the utilisation of local device resources, making it well-suited for IoT
environments where computational capacity is limited.

¢ Dynamic Sharing of Model Components: FedNets intelligently determines
which parts of the DNN should be shared with other clients based on the clus-
tering of graph embeddings. This dynamic sharing mechanism allows clients
to collaborate efficiently while minimising redundant transmissions. In con-
trast, FedAvg and FedYogi share entire model parameters, which can lead to
excessive communication overhead.

Itis possible that the results in Table 5.4 could be improved by adding the privacy
factor T into the list of hyperparameters introduced in Table 5.1. This could be useful
when edge clients deal with very sensitive personal information, for example, smart
wearable devices. The results obtained from Table 5.2 shows that FedNets could
run on resource-limited environments effectively. However, the required time to
complete one federated round could take a reasonably long time. The observed
increase in time could be attributed to: a) using a baseline model that has not been
fully optimised to run on resource-limited devices; and b) utilising deep ensemble
learning to provide better generalisation in non-iid settings. Using edge-friendly
models like the MobilesNet family [Sandler et al., 2018] could lead to shorter training
and inference time. However, the fact that FedNets requires a relatively long period
to complete a federated round will still be valid. This limitation renders FedNets a
less desirable choice when there are no GPUs attached to the edge devices (operating
solely on CPU) and when real-time applications necessitate instantaneous inference,
such as autonomous vehicles.

TABLE 5.4: Statistics related to the numbers of shared models

per round
Metric Round1|Round2 |Round3|Round4
5 Clients
Minimum 5 5 7 6
Standard Deviation| 1.48 2.07 1.14 1.30
Variance 1.48 2.07 1.14 1.30
Average 7.2 8.6 8.4 8.2
10 Clients
Minimum 7 6 8 7
Standard Deviation| 0.51 0.48 0.87 1.03
Variance 0.26 0.23 0.76 1.06
Average 9.6 9.7 9.1 8.8
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54 Summary

In this chapter, we introduced a novel ensemble-based federated learning strategy
called FedNets, which addresses the challenges of training deep neural networks
(DNNSs) in non-iid settings while preserving the privacy of client devices. Unlike
other federated learning strategies, FedNets allows clients to run deep learning en-
sembles instead of having one model per client. This enables clients to explore a
larger hypothesis space and achieve better generalization performance, especially in
non-iid settings where the data distribution across clients is different. Moreover, in-
stead of sharing the models” weights to update a single global model, which is prone
to a privacy breach, our approach allows clients to share models (members of their
deep learning ensembles) to compose a shared pool of outperforming models, then
the pool is shared with all participating clients.

The experimental results on the federated CIFAR100 dataset demonstrate the ef-
fectiveness of our approach. We show that FedNets outperforms two state-of-the-art
federated learning strategies, namely Federated Learning Averaging (FedAv) and
Adaptive Federated Optimization (FedYogi), in terms of both accuracy and conver-
gence speed. We also demonstrate that the cost of running deep learning ensembles
on resource-limited edge devices is feasible, as long as appropriate architectures and
hardware accelerators are used. However, we note that the inference time of the
generated ensembles may be relatively high for applications that require instant in-
ferencing, especially when the number of clients is large.

To address this limitation, we suggest the use of GPU accelerators and fine-tuned
CNN architectures such as MobileNets, which have been shown to reduce inference
time while maintaining high accuracy significantly. We also highlight the potential
of FedNets for a new generation of Al applications that can leverage the power of
deep ensemble learning to provide more generalization power on resource-limited
devices without compromising privacy.

In conclusion, FedNets is an additional contribution to the field of federated
learning, providing a scalable and privacy-preserving approach for training DNNs
in non-iid settings. Our approach demonstrates the potential of deep learning en-
sembles to achieve better generalization performance while maintaining low re-
source consumption. We expect that FedNets will inspire further research in the area
of ensemble-based federated learning and enable new Al applications that can ben-
efit from the power of deep learning.
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Chapter 6

Conclusion and Perspectives

6.1 Summary

The research presented in this thesis focuses on the integration of artificial intelli-
gence (Al) and the Internet of Things (IoT) to enhance the capabilities of intelligent
devices operating at the edge. The core aim of this thesis was to develop effective
and privacy-preserving computer systems for deploying Al applications on the In-
ternet of Things (IoT) devices. This aim was pursued through four key objectives.

Firstly, a critical review of the literature on IoT, pruning techniques, deep learn-
ing ensembles, federated learning, and their applications in IoT was conducted to
identify the gaps in the existing literature. This served as the basis for the novel
contributions that followed.

Secondly, a novel approach, the Ensyth method, was designed and developed
for synthesising pruned ensembles of deep learning models. This approach aimed
to make better use of IoT resources and to achieve high predictability levels, forming
the core around which the other layers of our model are arranged.

The third objective led to the development of the Micronets approach, positioned
in the second layer of the model. This approach involved the design and devel-
opment of a multi-phase pruning pipeline incorporating weight pruning, channel
pruning, and knowledge distillation. It enabled efficient deep ensemble learning on
IoT devices and served as a lever for the Ensyth approach.

Lastly, the outermost layer of the model, the FetNets approach, was developed
to enable edge devices to collaboratively train ensembles of pruned deep neural net-
works. This was aimed at tackling the statistical heterogeneity in federated learning
settings while preserving data privacy, thus encapsulating the work carried out in
both the Ensyth and Micronets layers.

All the proposed approaches were evaluated on benchmark datasets and their
performance was compared with state-of-the-art methods in terms of accuracy, effi-
ciency, and privacy (our fifth objective). Thus, it can be concluded that this thesis has
successfully addressed its objectives and main aim. The developed model reflects a
comprehensive, multi-tiered structure akin to an onion graph model, symbolising
that each segment of the model is constructed upon the foundation of the preceding
one.

Following this schematic representation of our thesis’s core constructs and con-
tributions, we delve into a comprehensive summary of the individual thesis chapters
in the ensuing section.

Chapter 2 as outlined in Section [2], provides an exhaustive and enlightening
overview of Artificial Intelligent Things (AloT). The chapter meticulously details the
various components that go into constructing AloT applications, beginning with the
topology of IoT devices and their applications, and culminating with an examination
of the challenges of implementing AloT applications in real-world scenarios.
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The chapter also delves into the intricate details of the various Al algorithms
that can be employed to build intelligent things. These include supervised learning,
which involves training a model on labelled data to predict outcomes, unsupervised
learning, which entails training a model on unlabelled data to identify patterns and
structures, deep learning, a subfield of machine learning that utilizes neural net-
works to learn from data, and ensemble learning, which combines multiple models
to improve accuracy.

Additionally, Chapter 2 comprehensively examines federated learning, a dis-
tributed learning approach that enables edge devices to collaboratively train a shared
model without divulging raw data. The challenges and opportunities associated
with these algorithms are discussed in detail, providing a comprehensive under-
standing of their capabilities and limitations.

Furthermore, the chapter identifies the primary gaps in the AloT field and presents
the author’s contribution to filling these gaps. The author’s contribution comprises
innovative approaches that enhance the predictability and generalisation power of
deep neural networks in compressed models.

Chapter 3 in this chapter discussed in Section [3], we introduce our first novel ap-
proach, named "Ensyth," which represents our initial contribution towards achiev-
ing the second and fifth objectives set forth in this thesis. By harnessing the power of
deep ensemble learning, Ensyth enhances the predictability of pruned models while
simultaneously improving the generalization capabilities of deep learning models
operating at the edge.

Moreover, this chapter presents the analysis of the results obtained from sub-
jecting Ensyth to rigorous evaluations across several benchmarking datasets. The
results provide compelling evidence of the efficacy and versatility of our proposed
approach.

Chapter 4 as discussed in Section [4], introduces our second novel approach,
called "MicroNets," which addresses the third and fifth objectives of this thesis.
This chapter presents a multiphase pruning pipeline that enables the deployment
of resource-efficient deep ensemble learning on devices with constrained resources.
Furthermore, it proposes a novel clustering-based pruning method for deep-learning
ensembles, providing a mathematical formulation of the method and detailed anal-
ysis on popular benchmark datasets.

The experiments conducted to evaluate the effectiveness of MicroNets were per-
formed on Raspberry Pi devices, and the results demonstrate its ability to preserve
the resources of the IoT (PI) device effectively. The analysis includes various met-
rics such as accuracy, compression ratios, inference time, voltage, load current, and
temperature, providing a comprehensive understanding of the effectiveness of Mi-
croNets.

Chapter5 Chapter 5, as discussed in Section [5], represents the culmination of our
efforts towards achieving the fourth and fifth objectives of the thesis. This chapter
introduces a new approach called FedNets, which is a trailblazing concept in fed-
erated learning. Unlike conventional methods that involve sharing model weights,
our approach facilitates participating edge clients to share members of their hosted
ensembles with a privacy-centric design.

Notably, our proposed technique outperforms state-of-the-art federated learning
approaches, including FedAvg and FedYogi. The chapter presents a comprehensive
explanation of the proposed algorithm and all experimental details related to the
used hardware, the number of participating clients in each federated learning round,
and various metrics against benchmarking federated datasets.

The chapter provides a detailed analysis of the results obtained from subject-
ing our proposed approach to rigorous evaluations across various benchmarking
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datasets. These results provide compelling evidence of the efficacy and versatility
of FedNets, highlighting its superior performance compared to state-of-the-art fed-
erated learning methods.

6.2 Future Direction

The methodologies outlined in this dissertation unveil promising avenues for con-
tinued exploration. Balancing rigorous theoretical analysis with hands-on empirical
experimentation is essential to unlock their full potential. Herein, we will delve into
the distinct research directions stemming from each of our contributions and pro-
vide insights into why Federated Learning is central to our research motivation.

6.2.1 Ensyth: Delving Deeper into Ensemble Strategies

The Ensyth approach, as delineated in our studies, offers intriguing results and po-
tentials that beckon deeper exploration. Here are key findings and future avenues:

¢ Performance Analysis: The Ensyth method has shown promising accuracy
on the CIFAR5. However, its performance on the CIFAR10 was only slightly
better than the baseline. This prompts further examination, especially on more
complex datasets such as CIFAR100 and ImageNet.

¢ Revisiting Ensemble Techniques: The current use of the Majority Voting tech-
nique in the Ensyth approach might inadvertently favor dominant models,
overshadowing insights from less frequent predictions. Given this, there’s a
need to critically evaluate and potentially refine this ensemble strategy, espe-
cially in tackling intricate, non-linear problems with high noise levels [Diet-
terich, 2000].

¢ Diversification through Pruned Models: A promising direction for Ensyth in-
volves maintaining a collection of diverse, pruned models. Instead of us-
ing identical base models in traditional ensemble methods like bagging and
boosting, these base models can be derived from the Ensyth process. This
adaptation could promote greater model diversity. A further future direction
involves investigating the relationship between diversity and the accuracy of
pruned models. To this end, employing measures such as entropy [Kuncheva
and Whitaker, 2003], and variance [Melville and Mooney, 2005] can offer valu-
able insights into the ensemble’s comprehensive representation.

6.2.2 Micronets: Deep Ensemble Learning in IoT Devices

MicroNets, described as "The Multi-Phase Pruning Pipeline to Deep Ensemble Learn-
ing in IoT Devices," has showcased impressive outcomes in both accuracy and the
conservation of resources on IoT devices, notably heat, load current, and voltage.
A prominent challenge, however, is the observable latency during inference opera-
tions on Raspberry Pi devices. To address this, we propose a structured roadmap for
future research:

¢ Resource-Efficient CNN Models: Investigate the adoption of lightweight CNN
architectures, specifically models like MobileNets. The goal is to determine
whether such architectures can enhance inference speeds on IoT devices, es-
pecially on platforms like Raspberry Pi.
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¢ Ensemble Learning Techniques: Reevaluate the current ensemble learning method,

which employs max voting, by exploring alternative advanced methods. Tech-
niques like bagging and boosting should be considered to assess if they can al-
leviate the delay arising from inference tasks involving multiple models. The
overarching objective is to optimize MicroNets” performance.

¢ Pruning Techniques Exploration:it is crucial to explore the impact of employ-
ing different pruning techniques for both the generated models and ensem-
bles. This investigation aims to further reduce the size of the generated mod-
els and decrease the memory footprint of the ensembles when they run on IoT
devices..

By undertaking these recommended experiments, we can gain valuable insights into
optimising MicroNets for IoT devices and potentially overcome the delay issue ex-
perienced on Raspberry Pi devices.

6.2.3 FedNets: Embracing Federated Learning for Enhanced
Edge Computing

Our research introduces an innovative approach known as FedNets: "Federated
Learning on Edge Devices using Ensembles of Pruned Deep Neural Networks." This
novel framework has yielded remarkable results, surpassing state-of-the-art Fed-
erated Learning (FL) algorithms, particularly when benchmarked against non-iid
CIFAR100 datasets. The success of FedNets can be attributed to its intricate archi-
tecture, consisting of several key components, including the Ensemble Generation
and Pruning component, the Graph Conversion and Embedding component, and
the Clustering of Embeddings component.

One of the distinguishing features of FedNets is its reliance on sharing members
of deep learning models, or even the models themselves, as opposed to the conven-
tional approach of sharing only model weights. Although these models undergo
pruning for size reduction, transmitting them over the network can still pose sig-
nificant bandwidth and latency challenges. As a result, further experimentation is
required to assess the implications of model transmission on both bandwidth usage
and latency.

Expanding on this, FedNets exhibits the potential to become a cornerstone of
the next generation of heterogeneous Federated Learning systems, particularly in
IoT (Internet of Things) environments. The framework accommodates clients with
an ensemble of models, with the knowledge embedded within each client’s models
distilled into graph embedding vectors. This design enables seamless integration of
diverse model architectures without compromising the overall system’s functional-
ity.

In the context of heterogeneous models, where each participant device or node in
a Federated Learning system employs a unique model architecture, FedNets offers
numerous advantages. These include performance optimization and the implemen-
tation of advanced ensemble learning techniques like stacking, thereby enhancing
the system’s adaptability and efficacy.

Nevertheless, navigating a Federated Learning system equipped with heteroge-
neous models presents its set of challenges. Foremost among these challenges is the
need to address increased communication overhead and ensure equitable learning
across the diverse nodes. As we delve deeper into our research, we recognize that
addressing these considerations is pivotal to unlocking the full potential of FedNets
in heterogeneous Federated Learning environments, especially in the IoT landscape.
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The importance of our contribution extends beyond the realm of machine learn-
ing techniques. It aligns with the evolving landscape of IoT, where a multitude of
interconnected devices collect and process data. Traditional centralized data collec-
tion and model training approaches are not only impractical but also raise serious
concerns regarding data privacy and security. By adopting FedNets and Federated
Learning, we inherently address these concerns. Federated Learning, as exemplified
by FedNets, enables localized model training on IoT devices, eliminating the need
for raw data transmission to centralized servers. This not only reduces communi-
cation overhead but also safeguards sensitive information as data never leaves the
device boundary. Moreover, it aligns seamlessly with data protection regulations
and privacy requirements, ensuring compliance and reinforcing user trust.

Overall, we believe that these identified previous areas of investigation will sig-
nificantly advance our research and provide valuable insights into the practical ap-
plications of our proposed methods.
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