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Abstract—Through integrated sensors, wearable devices such
as fitness trackers and smart-watches provide convenient inter-
faces by which multimodal time-series data may be recorded.
Fostering multimodality in data collection allows for the ob-
servation of recorded actions, exercises or performances with
consideration towards multiple transpiring aspects. This paper
details an exploration of machine-learning based classification
upon a dataset of audio-gestural violin recordings, collated
through the use of a purpose-built smartwatch application. This
interface allowed for the recording of synchronous gestural and
audio data, which proved well-suited towards classification by
deep neural networks (DNNs). Recordings were segmented into
individual bow strokes, these were classified through completion
of three tasks: Participant Recognition, Articulation Recognition,
and Scale Recognition. Higher participant classification accu-
racies were observed through the use of lone gestural data,
while multi-input deep neural networks (MI-DNNs) achieved
varying increases in accuracy during completion of the latter
two tasks, through concatenation of separate audio and gestural
subnetworks. Across tasks and across network architectures, test-
classification accuracies ranged between 63.83% and 99.67%.
Articulation Recognition accuracies were consistently high, aver-
aging 99.37%.

Index Terms—datasets, neural networks, gestural analysis,
computational musicology, violin, IMU sensors

I. INTRODUCTION

Deep Neural Networks (DNNs) have long proved an effec-
tive means of classification for time-series data. Considering
aspects of musical performance which may be recorded as
such, the availability of audible and gestural performance
content emerges. Occurring concurrently, each may be quan-
tified through the use of suitable sensor technologies. While
audio data can be recorded through the use of a microphone,
there is a broader range of technologies that may be used
for the quantification of gesture. Prior findings of MLP based
classification demonstrated higher participant classification
accuracies following the inclusion of gestural data, indicating
that participant (i.e. violinist) performance distinctions exceed
audibility alone [1]. Prior studies have typically cited the
potential utility of audio-gestural approaches towards the de-
velopment of music-education [2]–[4] and score-transcription
tools [5] as a motivation. Specialist apparatus such as multi-
camera arrays [6], and niche consumer devices such as the
now-discontinued Myo [7]–[9], have demonstrated capability

Fig. 1. Apple Watch IMU-Audio recording of Bach’s Cello Suite No.1 in G
Major, Prélude

in such implementations. The feasibility of such research
products is impeded, however, by access barriers such as cost
and user-required technical-expertise [10].

Through the use of a comparatively ubiquitous device, such
as the smartwatch, many of these barriers may be negated.
Enhancements to the adoptability and longevity of research
products have been observed through previous uses of such
commonly accessible technologies. Investigating the adoption
of novel Digital Musical Instruments (DMIs) presented at the
New Interfaces for Musical Expression (NIME) conference,
Morreale and McPherson [11] surveyed 70 prior NIME au-
thors from 2010-2014. The authors found that 46.9% of the
presented DMIs were in ongoing use, while just 40% had been
played by more than three musicians. Of all DMIs included in
the survey, the authors found that uptake was highest for iOS
based applications; reported sales of these ranged from 1200
to 250,000. Excluding these, only three further DMIs had been
sold to more than one buyer.

In literature, there exists no precedent for the use of such a
mainstream wearable device - the smartwatch - towards the
classification of violin bow-strokes. Based upon a primary
corpus of musical scales, recorded through the use of an
Apple Watch, we conduct three classification tasks towards an



assessment of multi-input approaches to the classification of
multi-modal data. Participant classification accuracies indicate
the ability of trained networks to identify performers through
the learning of gestural and audible performer idiosyncrasy,
while an articulation recognition condition indicates the utility
of trained networks to disregard these, discriminating between
two bowing techniques in a cross-participant implementation.
A third task: Scale Recognition, seeks to investigate the ability
of the networks to infer the belonging of a note to one of two
scales, despite only a single note difference.

II. BACKGROUND AND RELATED WORKS

A. Gestural Sensors

In any three-dimensional space an object has both a location
and an orientation; each can be described in three dimensions.
The location of an object can be quantified through consider-
ation of its translational position relative to a set of X, Y, Z
axes. Likewise, the orientation of an object can be described
by the object’s rotation around each axis. These metrics are
individually termed ‘Degrees of Freedom’ (DoF); a device
quantifying both location and orientation in three dimensions
would thus offer 6-DoF [12]. Inertial Measurement Unit (IMU)
sensors record changes in each DoF over time, yielding three-
axis acceleration and gyroscopic data.

Prior studies have assessed the efficacy of forearm-mounted
IMU sensors during analyses of gestural execution in violin
performance; Dalmazzo et al. [7], [13] and Sarasúa et al. [9]
reported respective accuracy metrics of 0.98 (F1), 0.946 (F1),
and 98.9% (Acc) when using the Myo Armband to capture
IMU-series for the purposes of bow articulation classification.
The latter authors reported increased early gestural recognition
rates following the inclusion of Electromyography (EMG)
data, although a decreased overall classification accuracy of
94.3% when compared to classification upon IMU data alone.

While assessing the feasibility of the Myo Armband as
an alternative to optoelectric, marker-based motion capture
(mocap) systems, Dalmazzo et al. reported higher classi-
fication accuracies through use of the former. Noting the
relatively-contrasting costs of the two technologies, the authors
propound that “it is possible to develop music-gesture learning
applications based on low-cost technology which can be used
in home environments for self-learning practitioners” [8].

While assessing the viability of the Apple Watch as a tool
for the purposes of hospital inpatient monitoring, Auepan-
wiriyakul et al. [14] employed a similar methodology, making
use of the device for the purposes of activity classification via
IMU logging. The authors concluded that “with relatively few
drawbacks, consumer-grade smartwatches can be objectively
used within a clinical- and research-grade setting”, having
compared the device to a “gold standard” optoelectronic Opti-
Track system. While a similarly specialist optical mocap
technology was implemented in the Technology Enhanced
Learning of Musical Instrument Performance (TELMI) project
towards the development of technology-enhanced learning in-
terfaces, authors Volpe et al. [6] acknowledged a necessity for

low-cost alternatives to their 12-camera array, for use by stu-
dents and schools. Detailing Random Forest classification of
participant skill level, D’Amato et al. [3] reported an accuracy
of 87.85% through the use of such a low-cost computer-vision
alternative: the Kinekt. In comparison, the authors reported
accuracies of 96.98% through use of a Qualysis mocap system,
and 98.15% through use of the Myo Armband.

D’Amato et al. [15] classified 7 participants with respective
mean accuracies of 73.34% and 80.16%, through use of
upper-body mocap and random forests. The authors reported
an association between participant skill level and ease of
classification.

B. Audio Feature Extraction Techniques
In summarising the aim of Music Information Retrieval

(MIR) techniques, Schedl et al. [16] prescribe “the extraction
and inference of meaningful features from music”. Charac-
teristic aspects of audio signals may be quantified through
the calculation of established low-level descriptors. While
some such descriptors prove visually interpretable, (insofar
as relative frequencies, harmonics, and note durations may
be inferred from a spectrogram - a depiction of the STFT),
the utilities of many lie in their suitability towards integration
within computational classification systems.

While time-domain representations of audio data denote the
amplitude of an audio signal over time, frequency-domain
representations may be used to depict the individual frequency
magnitudes of which an audio signal is comprised. These may
be calculated through computation of the signal’s Discrete
Fourier Transform (DFT). Such one-dimensional frequency-
domain representations, fail to depict the temporal evolution
of audio data. The authors suggest use of a Short-Time Fourier
Transform (STFT) for this purpose, generated through iterative
calculation of DFTs for short, successive ‘Frames’ of an audio
signal [16].

The utility of Mel-Frequency Cepstral Coefficients
(MFCCs) in speech recognition systems has been long
demonstrated [17]. Through provision of a “compact
representation of the spectral envelope” [18], MFCCs
have proved similarly well suited towards applications
in computational musicology, such as genre and artist-
identification [19], [20], and violin bow stroke classification
[21]. Zheng, Zhang and Song [22] define MFCCs as “the
results of a cosine transform of the real logarithm of the
STFT expressed on a mel-frequency scale”; a scale noted by
Stevens [23] to approximate human auditory perception.

Despite their usefulness as a representation of timbrality,
MFCCs are limited in their depiction of pitch, considered
by McFee et al. [24] to offer “poor resolution of pitches
and pitch-classes”. Instead, for the depiction of these, the
authors suggest use of Chroma representations, purporting
these to “encode harmony while suppressing variations in
octave height, loudness, or timbre”.

C. Deep Neural Networks
Consisting of a single node and any number of numerical

inputs, Alpaydin [25] identifies the perceptron as “the basic



Fig. 2. Data Processing Flow Diagram

processing element” of a deep neural network. To each nu-
merical input, a weight is ascribed; through summation of the
product of each input and ascribed weight, the node produces
an output value. An expansion of the single-layer perceptron,
multi-layer perceptron (MLP) networks composed of multiple
layers of nodes linked by interconnected weights. Weights are
refined through training upon labelled data, through which
the input data may be classified to an output. The Recurrent
Neural Network (RNN) may be considered a development of
the MLP wherein output weights of intermediate nodes are
also fed backwards towards the input of preceeding nodes.
The inclusion of such recurrent connections renders the RNN
well suited to use with temporal data, through interpretation
of input datapoints with regards to their sequential context
[26]. Through the gating of recurrent connections, insignificant
temporal associations may be partially or entirely disregarded;
a number of such implementations have been devised, varying
in complexity. Discussing two of these, Chung et al. sum-
marise functional distinctions between Gated Recurrent Units
(GRU) and Long-Short Term Memory (LSTM) units. The
authors noted the enhanced capability of the latter to control
the amount of memory-content stored and output, through
incorporation of an additional third gate [27].

Discussing applications of one-dimensional Convolutional
Neural Networks (CNN) towards time-series classification,
Fawaz et al. [28] liken these to the application of a sliding filter
over a time-series. Kiranyaz et al. [29] discuss applications
of these towards time-series classification tasks including the
detection of cardiac arrhythmia and abnormal structural vibra-
tion; the authors conclude that “...even a low-power mobile de-
vice [...] will suffice to make real-time monitoring and analysis
possible”. Chen et al. [30] assessed the incorporation of one-
dimensional CNNs within a Multi-Input Deep Convolutional
Neural Network (MI-DCNN), describing this as composed of
multiple parallel CNNs fed forwards towards an MLP via
concatenation. The authors reported higher classification ac-
curacies compared to conventional machine-learning methods
for the classification of Arousal and Valence based upon a
number of datasets consisting of multi-modal bioinformatic
data.

III. METHOD

A. Data Capture

A multi-modal dataset was collected comprising syn-
chronous gestural and audio recordings. For this purpose, a

recording application was developed for the Apple Watch Se-
ries 8 (model: A2770) for the logging of IMU and Audio data;
this was based upon Logger7 by GitHub user Shakshi31041.
Audio was recorded at a sample rate of 44.1 kHz through use
of the built-in microphone. In addition to three-dimensional
accelerometer and gyroscopic data, derived Euler angles and
4-unit quaternions are also logged. While the availability of
these parallels that of the Myo, all IMU data types are logged
at a higher sample rate of approximately 100 Hz; analysis of
the IMU recordings indicated a mean inter-sample period of
10.075ms, with a standard deviation of 2.206ms.

Given the disparate respective sample rates of recorded IMU
and Audio data, extensive time-stamping is required for the
purposes of time alignment. An initial timestamp is taken as
audio recording commences and a second is taken upon ter-
mination; during analyses, individual audio timestamps were
interpolated between these. IMU samples are timestamped
individually upon receipt.

Six violinists were recorded playing G and D major scales,
two octaves in extent. These scales were intended to capture
a range of both the violin’s regular performance register and
movement along the four strings. Participants were asked to
play each note twice, capturing both an up-bow and a down-
bow on each note; each bow stroke was one beat in length, at
a tempo of 110BPM. Each scale was performed in two bow
articulation techniques: spiccato and legato. Three takes of
each exercise were recorded.

Participants comprised of undergraduate and postgraduate
students and alumni of the Royal Birmingham Conservatoire.

B. Data Processing

Multimodal recordings were processed similarly to the data
processing methodology detailed in [1]; this began with time-
alignment and trimming. A pair of low-pass filtered RMS
envelopes were used alongside a calculated threshold of 0.6x
the mean audio RMS to gate concurrent audio and IMU
signals, removing unwanted noise from the start and end of
recordings. Audio signals were then normalised, such that their
peak amplitude was equal to 1.0.

A linear de-trend function was applied to the IMU data to
counteract drift. IMU data was then normalised proportionally,
such that the maximum magnitude of a signal was bounded
by 1, while the proportional difference in maximum magnitude

1https://github.com/Shakshi3104/Logger7



between concurrent channels of data (e.g. IMU Accelerometer
signals X, Y, Z) was maintained. An example of a multimodal
recording, processed as described, is depicted in Figure 1

An onset detector2 was used as part of a system to segment
audio signals into a sequence of segments representative of
individual bow strokes; multi-variate IMU segments were
identified whose duration coincided with the audio inter-onset-
intervals produced by the onset detector. This resulted in a total
of 3455 time-series segments, each comprising both audio and
IMU data. Isolated segments averaged 0.47s in duration, with
a standard deviation of 0.9s; this compares to an expected
average duration of 0.54s at 110BPM. An average of 575.8
bow strokes wereidentified per participant. The total duration
of recorded audio segments used in classification totalled 27
minutes and 10 seconds.

Sequential arrays of 13 MFCCs, 13 Delta-MFCCs, 13 Delta-
Delta-MFCCs, 12 and Chroma coefficients were calculated
from each individual audio segment; combined, these features
intended to depict both timbral and pitch characteristics of
each bow-stroke temporally. A Hanning window, 2048 samples
in length, was used in computation of these, alongside a hop
length of 256 samples.

Sequential IMU data and calculated MIR features were
concatenated separately, into individual 3-Dimensional arrays;
these were zero-padded to the length of the longest segment.

C. Data Classification

A range of DNN architectures was used for the classification
of corresponding audio and gestural time-series; these included
a MI-DCNN in addition to a number of further multi-input
networks.

Fig. 3. Single Input DNN comprising two subnetworks

Where unimodal, input data types were classified through
the use of conventional sequential DNNs; these comprised of
a single input layer (3A), two hidden-layers (3B) of types
denoted by the Network Architecture column in Table I,
followed by a densely connected layer (3E) and an output
layer (3F).

Multi-modal classification was conducted through the use
of MI-DNNs as depicted in Figure 4. These comprised of
two subnetworks similar in form to the aforementioned single-
input networks; the final dense layers of these subnetworks
were flattened (4C), concatenated (4D), and fed through a
further fully-connected layer (4E) to an output layer (4F).
These multi-input architectures facilitate classification of the
input-data modalities within a single, unified network, despite
being dimensionally different; a result of disparate sample
rates.

2https://github.com/CPJKU/madmom

Fig. 4. Multi Input DNN comprising two subnetworks

Stratified 5-fold cross-validation was used in each instance,
alongside an 80:10:10 train-test-validation split. An early
stopping function was used, triggering cessation of training
upon failure to reduce validation loss over 8-epochs; model
weights were then restored to those which produced the
lowest observed validation loss. Three classification tasks were
completed: participant identification, articulation recognition,
and scale recognition. The former aimed to classify input-data
by participant, while the articulation recognition task aimed
to classify data segments of all participants as depicting either
a spiccato or legato bow stroke. The final classification task
aimed to identify the scale condition from which the input-data
segment was derived (D Major, G Major).

IV. RESULTS

Test classification metrics are depicted in Table I, by DNN
architecture and input datatype. These include test classifica-
tion accuracies, calculated Receiver Operating Characteristic
- Area Under Curve (ROC-AUC) values, and F-Scores. The
inclusion of an additional data modality was not found to
increase classification accuracies reliably across all tasks.
Instead, for the identification of participants, the single-input
LSTM trained upon lone IMU data proved most accurate. In
the two binary classification tasks multi-input architectures
achieved consistently higher classification metrics. Articula-
tion classification accuracies were consistently high across
all tested network architectures and data type combinations,
with a mean classification accuracy of 99.37% achieved. Use
of an MI-LSTM proved to classify input-data by scale most
effectively, with an accuracy of 91.81% and F-Score of 0.918
achieved. A cross-architecture mean increase of 15.45% was
observed in Scale Recognition accuracy through use of MI-
DNNs trained upon multi-modal data.

In the articulation condition, p-values calculated through the
use of a two-tailed t-test indicate no statistically significant
differences between accuracies of the IMU and Audio single-
input classifiers (p = 0.712). Likewise, differences in classifi-
cation accuracy between multi- and single-input classification
accuracies exhibited no statistical significance (p = 0.473),
although a lesser p-value is observed.

Towards participant classification, the higher classification
accuracies observed through use of IMU data, versus audio,
proved significant at p < 0.01. Single-input IMU classifiers



TABLE I
CLASSIFICATION METRICS BY DATA TYPE, TASK, AND DNN ARCHITECTURE

Data Type Network Architecture Participant Recognition Articulation Recognition Scale Recognition
Acc (%) AUC F Score Acc (%) AUC F Score Acc (%) AUC F Score

Audio MLP 76.38 0.948 0.765 99.29 0.999 0.993 71.44 0.803 0.715
” LSTM 82.43 0.967 0.828 99.51 0.999 0.995 72.00 0.822 0.721
” 1D-CNN 80.75 0.964 0.812 99.43 0.999 0.994 73.41 0.839 0.737
” GRU 79.39 0.957 0.796 99.16 0.999 0.990 70.65 0.810 0.710

IMU MLP 94.41 0.991 0.947 99.05 0.998 0.990 72.41 0.796 0.718
” LSTM 96.43 0.996 0.965 99.51 0.990 0.994 72.63 0.788 0.720
” 1D-CNN 96.00 0.994 0.961 99.35 0.997 0.992 79.12 0.868 0.788
” GRU 91.83 0.989 0.918 99.29 0.993 0.992 63.83 0.698 0.630

Audio†+ IMU MLP† MLP 94.66 0.993 0.950 99.67 0.999 0.997 84.22 0.923 0.841
” LSTM† LSTM 93.85 0.988 0.938 99.56 0.998 0.996 91.81 0.964 0.918
” 1D-CNN† 1D-CNN 94.20 0.986 0.942 99.67 0.999 0.997 88.40 0.935 0.885
” GRU† GRU 95.59 0.995 0.956 98.49 0.989 0.985 88.45 0.951 0.885

” MLP† 1D-CNN 94.08 0.992 0.942 99.56 0.999 0.996 86.55 0.935 0.866
” 1D-CNN† MLP 93.68 0.992 0.937 99.62 0.999 0.996 83.68 0.917 0.837
” LSTM† 1D-CNN 93.79 0.987 0.936 99.56 0.998 0.996 88.70 0.939 0.887
” 1D-CNN† LSTM 91.24 0.979 0.911 99.35 0.997 0.993 87.31 0.937 0.873

achieved a marginally higher mean-accuracy rate of 94.6675
(versus 93.88625), although this increase did not prove statis-
tically significant (p = 0.426).

In the Scale classification condition, no statistically sig-
nificant difference was observed between the classification
accuracies of the Single-input IMU and Audio classifiers (p =
0.971). MI-DNN implementations, however, were observed to
increase classification accuracy, from a mean of 71.93 across
single-input DNNs to 87.390. This result proved statistically
significant, (p < .00001), indicating that task performance
can - in some instances - be enhanced through inference
in multiple modalities, beyond the capabilities of individual
networks trained upon singular modalities.

V. DISCUSSION

The outlined results demonstrate the significance of archi-
tecture selection towards tasks undertaken; significant variation
was observed per-task despite no change to the processing of
input data. Further study may be required for the evaluation
of best practice data processing techniques for use in such
implementations. These may include additional or alternate
MIR features, and feature derivation of the IMU data.

Lone datatype classification accuracies were not a reliable
predictor of network-architecture performance following incor-
poration within a MI-DNN. Intuitively, one might expect that
combining the two single-input models which performed best
for any given task into a MI-DNN would prove most effective -
or at least as accurate as the most accurate subnetwork, given
the theoretical ability of post-concatenation dense layers to
discriminate between useful and non-useful node inputs via
weighting. This was not consistently observed, however.

In the participant classification condition, while MI-DNN
train accuracies approached 1.00, validation and test accuracies
failed to do so – to a greater extent than was observed

during the training of single-input networks upon IMU data.
Marginally higher average train accuracies, combined with
marginally lower average validation accuracies, suggest over-
fitting. These can be observed in Figure 5, wherein bold
stepped lines represent mean validation accuracies per epoch,
shaded regions indicate the range between the maximum and
minimum validation accuracies per epoch, dashed stepped
lines depict mean train accuracies per epoch, and hatched
regions indicate the range between the maximum and mini-
mum train accuracies per epoch. Minimum, maximum, and
mean accuracies depicted here are averaged across network
architectures. Observed overfitting may have been caused by a
resultant network with a greater number of parameters training
upon a relatively small dataset. Collation of a larger dataset
may facilitate an assessment of the cause of the observed drop
in accuracy. While a cause cannot be confirmed from these
results alone, MI-DNN architectures should not be assumed
to outperform any one component subnetwork; as observed
in the scale-recognition task, however, multi-input networks
may prove capable of outperforming each of their component
subnetworks in some instances.

MI-DNNs achieved greater participant classification accu-
racies than single-input networks trained solely upon audio
features; in comparison, these exhibited significant underfit-
ting, with train and validation accuracies diverging both at a
faster rate and to a greater degree.

Overall, participant classification accuracies indicated that
both gestural and audible distinctions between individual vi-
olinists proved identifiable, albeit to varying extents. Single-
input audio networks achieved accuracies comparable to those
reported by D’Amato et al. [15], while both multi- and single-
input networks trained upon recorded IMU data exceeded these
by around 14 percentage points - albeit through the use of



Fig. 5. Participant Classification - Mean Validation and Training Accuracies per epoch

disparate recording technologies and classification algorithms.
Trained networks were able to distinguish spiccato and

legato bow strokes reliably across participants, robust to per-
former idiosyncracies. Presented articulation classification ac-
curacies indicate a similar level of accuracy to those observed
in prior studies [7], [9], [13], although in a notably binary
implementation; these cited works detail the classification
of 4, 3, and 7 bow articulation techniques, respectively. A
demonstrated ability of the trained models to recognise scale,
despite only a single pitch class difference (C vs. C#), would
suggest that some quantitive, note-to-note distinction manifests
as a result of situation within a different sequence.

VI. CONCLUSION

The results presented indicate the potential suitability of
a ubiquitous approach towards the conduction of multimodal
musicological analyses. While MI-DNN architectures did not
consistently improve classification accuracies beyond those of
single-input architectures, the instance in which they did so
proved statistically significant; on balance, the incorporation of
multimodality in such tasks may improve classification accura-
cies, but should not be assumed to do so. Due to computational
expense, the utility of smartwatch-based DNN implementation
will likely remain limited towards offline applications, and thus
may prove to be of limited use in a performance environ-
ment. Instead, such approaches may be better suited towards
applications such as violin practice-feedback. The emergence
of commercially-accessible wearable sensors has facilitated
convenience in multimodal data capture; further consideration
of such practically-accessible multimodal interfaces may prove
opportune during the development of novel musical aids,
offering feasible, real-world utility. Mobile devices, such as the
smartwatch, may be considered comparatively ubiquitous in
contrast to specialist hardware technologies used in prior im-
plementations, facilitating the democratisation of both research
conduction and the products thereof. Through wider, virtual
distribution, the developed recording method may facilitate
remote participation, allowing for the collation of a far larger
dataset upon which multimodal analysis techniques may be
refined.
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