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ABSTRACT Sentiment analysis is a technique for determining whether data is positive, negative, or neutral
using Natural Language Processing (NLP). The particular challenge in classifying huge amounts of data
is that it takes a long time and requires the employment of specialist human resources. Various deep
learning techniques have been employed by different researchers to train and classify different datasets with
varying outcomes. However, the results are not satisfactory. To address this challenge, this paper proposes
a novel Sentiment Analysis approach based on Hybrid Neural Network Techniques. The preprocessing
step is first applied to the Amazon Fine Food Reviews dataset in our architecture, which includes a
number of data cleaning and text normalization techniques. The word embedding technique is then used
to capture the semantics of the input by clustering semantically related inputs in the embedding space on the
cleaned dataset. Finally, generated features were classified using three different deep learning techniques,
including Recurrent Neural Network (RNN), Convolutional Neural Network (CNN), and Hybrid CNN-RNN
models, in two different ways, with each technique as follows: classification on the original feature set and
classification on the reduced feature set based on Binary Coordinate Ascent (BCA) and Optimal Coordinate
Ascent (OCA). The experimental results show that a hybrid CNN-RNN with the BCA and OCA algorithms
outperforms state-of-the-art methods with 97.91% accuracy.

INDEX TERMS Sentiment analysis, deep learning, BCA algorithm, OCA, RNN, CNN.

I. INTRODUCTION
With the development of science and technology, the use
of the Internet has become essential for those who want to
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buy products or services online. All businesses who wish
to sell their products put them on their websites and allow
customers to provide feedback on the items they bought.
They are the most effective tools for gathering information on
people’s opinions and sentiments on various topics. If some-
one wants to buy a product but doesn’t know enough about
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the pricing, quality, or after-sales support, they can ask their
friends or relatives for assistance, nonetheless, they may not
be familiar with the product. Today, all of the necessary
information about each product is available on websites that
applicants and users can access, and they may provide the
required product with more confidence by studying the prod-
uct’s details as well as the opinions of the users who gave that
product.

Analyzing a lot of consumer input on a product is the
main problem. Manual extraction and opinion analysis are
impossible since the data is unstructured and given in natural
language. Text classification is a method for automatically
assessing views called sentiment analysis. Text categoriza-
tion is an important NLP activity that may be used in a
variety of applications to decode natural language and solve
problems [1]. Machine learning can analyze Twitter senti-
ments. Deep learning models in computer vision and voice
recognition have performed well in recent years [2], [3].
Machine learning helpswithNLP difficulties since it employs
a generic learning algorithm and a large data sample to estab-
lish categorization rules.

CNN, a machine learning model, has recently excelled in
natural language processing, adding to its previous success
in image identification. Words may be considered jointly in a
convolutional layer [4]. A RNN [5] contains neuron connec-
tions that loop back on themselves in a preset manner. Unlike
feedforward neural networks, RNNsmay utilize their internal
‘‘memory’’ to handle sequential inputs. Since they perform
the same operation on each sequence element, RNNs have
‘‘memory’’ [6]. We offer a strategy for obtaining actionable
insights from Twitter data utilizing CNN, RNN, and hybrid
CNN-RNN models for sentiment analysis.

Sentiment analysis uses written remarks to determine how
people feel about a topic or product. Sentiment analysis has
grown with Twitter, blogs, and opinion polls. Many aca-
demics have examined feature selection as another strategy.
The optimal number of characteristics for learning-based
sentiment analysis remains unsolved. In this study, we applied
the BCA and OCA methods to extract the best features and
benefits of these methods, listed as follow:
i. If the model is provided with the right set of variables,

it will improve the accuracy.
ii. The performance of deep learning algorithms in the clas-

sifier can be faster.
iii. The model complexity is reduced and interpretation is

also easy.
iv. Overfitting can be reduced.
Today, most data are unstructured. Text categorization

techniques are needed to process and analyze social media
comments, consumer feedback, and browser traces. Deep
learning enables software programs to self-train to per-
form specific tasks to expose neural networks to massive
datasets [7]. Social media has made ideation and sharing
easier. Scientific and marketing organizations sought public
comment on social events, marketing activities, and product
priorities [8]. Today, one may purchase a product without

relying on family and friends’ judgments since websites pro-
vide customer reviews and product conversations. Due to
the diversity of viewpoints, discovering and assessing them
is difficult. Automated sentiment analysis techniques are
needed because sites include numerous text comments that
are hard to decipher [9]. Social media’s ability to convey
thoughts about services, goods, and events has grown due
to user-generated content on websites and social networks
like Twitter. Decision-makers are utilizing these networks
more [10]. Sentiment analysis systems may reveal people’s
thoughts and views. By evaluating these thoughts, we may
determine the users’ motivations for social problems’ success
or failure.

We can conclude from the literature that these models are
excellent in training data. due to their increased features in
the test data, they confront issues such as overfitting and
low performance in Sentiment analysis and text processing.
Sentiment analysis suffers from an uneven data set issue.
Feature selection methods are always advised to address the
high dimensionality-related issues. A calculation scheme is
used in the feature selection process to remove unnecessary
and redundant features from the high-dimensional feature
space. Thus, only the most informative features are selected.
Therefore, the things mentioned in this article, whose struc-
ture is depicted in Figures 1 and 2, have been successfully
implemented. The following is a list of the contributionsmade
by the suggested method:

i. To analyze opinions from text comments, develop an
automated text analysis system.

ii. Analyzing the effects of enhancing sentiment categoriza-
tion by employing the BCA and OCA feature selection
approaches.

iii. To increase classification accuracy, avoid overfitting and
overlap, and reduce storage complexity, another set of
studies was carried out using BCA and OCA.

iv. Using the original feature set and the result of fea-
ture selection to apply three well-known supervised
deep learning models, including RNN, CNN, and hybrid
(CNN-RNN).

II. RELATED WORKS
According to the quality of the sentiment analysis, Zainud-
din et al. provide a Principal Component Analysis (PCA)
based feature selection method that can zero in on the best
features to use in the process. Feature selection helps get
rid of extra details that can lower classification precision.
This research introduces a feature selection strategy for label-
ing Twitter emotions PCA-based on PCA. Support Vector
Machine (SVM) classification is improved by combining
PCA with the dictionary-based Sentiwordnet approach. This
contrasts the 94.53% and 97.93% achieved in experiments
using the STS benchmark and the HCTS dataset. The pro-
posed strategy in this study exhibits promising results in
enhancing sentiment analysis performance compared to pre-
vious statistical feature selection methods [11].
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FIGURE 1. Proposed model.

FIGURE 2. Pseudocode of the proposed algorithm.

Long short-term memory (LSTM) [12] validation takes
longer, although the time is reduced if you have previously

selected the features. For example, to train an LSTM model
for a million data records, a pre-feature selection process can
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help us to obtain a more organized data. As a result, the data
training will be more accessible on the model. Moreover,
Changes to the settings and weights don’t take long, and
excellent outcomes can be achieved.

The demand for collecting and analyzing social media data
has expanded over the past few decades. Twitter is an excel-
lent place to find this information. Sentiment Analysis can
employ user reviews of various events or subjects in words
of sentiment texts for decision-making. However, tweets are
unstructured data and can contain millions of records when
collected. As part of the data analytics process, the raw data
must be transformed into a new representation known as
features. Due to duplicate and irrelevant features, the number
of features in a large dataset might easily exceed 100,000 in
dimensionality. The performance of machine learning algo-
rithms is adversely affected and degraded when applied to
the high-dimensional feature space. Additionally, the high
dimensionality of feature space results in overfitting the
learning algorithm, which increases the learning time and
memory required for data analytics [6]. Methods based on
machine learning and deep learning algorithms have been
used in these endeavors. It’s been found that deep learning
outperforms these two methods even if they have yielded
promising results [13]. Based on emotion, monkeypox tweets
have been classified and displayed [14]. They collected more
than 800,000 tweets from Twitter in 103 different languages.
The dataset underwent preprocessing, NRCLex labeling, and
the identification of eight emotions for classification. In order
to obtain accuracy and prevent bias in the model, Syn-
thetic Minority Oversampling Technique (SMOTE) Over-
sampling and RandomUndersampling methods were utilized
to address the data imbalance in the dataset. Additionally,
they created the One-Dimensional Convolutional Neural Net-
works (1DCNN), LSTM, Convolutional LSTM (C-LSTM),
and Bi-directional LSTM (BiLSTM) models, which are four
acceptable models for emotion classification based on deep
learning architecture. Based on our analysis, they discovered
that the models used in this research can accurately predict
emotions by 95%–96%. Using 84,018 tweets on the mon-
keypox virus, a hybrid CNN-LSTM model was utilized in a
related work [15] to perform sentiment analysis and identify
the emotional polarity of the material in the tweets. Based on
user opinion of the monkeypox virus as positive, negative,
or neutral, the findings of this study were obtained. The
study’s model performed well on average, averaging 83%
accuracy, thanks to the optimizers. This method is deemed
to be somewhat effective and appropriate for categorizing
feelings in tweets about the monkeypox virus based on the
other metrics obtained.

[16] proposed using collaborative filtering on online social
networks in conjunction with hybrid deep-learning mod-
els to apply sentiment analysis to recommender systems.
The system architecture can combine several strategies to
implement suggestions, such as sentiment analysis methods,
hybrid deep-learning models, and preprocessing techniques.

Two public datasets, including Amazon Fine Foods Reviews
and Amazon Movie Reviews, are utilized to test the pro-
posed method. The main objective of [17] was to develop
a system that can classify each input review as positive
or negative sentimentality by comparing the effectiveness
of three widely used supervised learning classifiers: Naive
Bayes (NB), Logistic Regression (LR), and SVM. They used
Twitter data about OK cuisine reviews from the Amazon
website to analyze sentiment. It turns raw data into helpful
information for many research fields and identifies patterns
to predict future trends in the research domain.

A novel method, based on chi-square, has been imple-
mented by Paudel et al. for choosing the right number of
features to include, and those features are picked out using
the standard score threshold. It has been discovered that the
logarithm of the number of features chosen correlates with
the result of the sentiment classification when using learning-
based techniques. This connection exists independently of
any learning procedure. This study adds to the growing
body of evidence indicating that researchers may, in many
cases, select the optimal number of features in learning-based
approaches to produce the highest performance in sentiment
classification. Researchers will benefit from this as they bet-
ter hone in on the traits that will maximize the effectiveness
of algorithms that rely on learning [18].
To solve the scalability problems caused by ever-growing

feature sets in sentiment analysis, Iqbal et al., presented a
hybrid solution based on a Genetic Algorithm (GA) based
strategy that can reduce feature set size by up to 42%
without sacrificing accuracy. They looked examined two
additional popular methods of feature reduction and how
they stacked up against their suggested GA-based method:
PCA and Latent Symantec Analysis (LSA). Both PCA and
LSA were beaten by the GA-based technique, with the
former showing a 15.4 percentage point improvement and
the latter showing a 40.2 percentage point improvement.
SentiWordNet, Machine Learning, and Machine Learning
with GA optimal feature selection have all been utilized
for sentiment analysis. The SWN method’s accuracy is con-
sistently worse than the other two approaches we looked
at (56% best case). Their GA-integrated model achieves a
36%-43% reduction in feature size and a 5% improvement
in performance compared to the ML method. They tested
the effectiveness of their suggested model using six distinct
classifiers, including (J48, NB, PART, SMO, IB-k, and JRIP).
Using GA-based feature selection, the NB classifier achieved
the maximum accuracy (about 80%) on the Twitter and
feedback dataset. On the contrary, IB-95% k’s accuracy
in the geopolitical dataset was the best of any classifier
tested [19].

SVM, NB, decision tree, and K-nearest neighbor are the
four primary techniques used for sentiment analysis that
Wazery et al. implemented. A deep neural network (RNN)
was used that makes use of a long short-term memory
mechanism. Two methods were applied to three different
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Twitter datasets (including those from IMDB, Amazon, and
an airline). A comparison of these algorithms, with exper-
imental findings showing that the RNN employing LSTM
achieves the highest accuracy (88, 87, and 93%, respec-
tively) [20]. Through real-time data extraction, Sharma et al.
evaluated tweets. Text data underwent preprocessing feature
extraction, the Chi-square test, PCA, and several machine
learning classifications (SVM, NB, Random Forest, and LR)
against key performance indicators [21].
Another use for sentiment analysis is in the medical profes-

sion. [22] used a questionnaire survey to determine if people
who received the Corona immunization would recommend
it to others. The Bidirectional Encoder Representations from
Transformers (BERT) approach and the Valence Aware Dic-
tionary for sEntiment Reasoning (VADER) technique were
used to examine all of the comments. The accuracy of the
findings is between 71 and 75 percent. The remainder of
the paper is structured as follows: Section III explains the
methodology. The main results and discussion are presented
in Section IV. In section V, the main ideas of this essay are
concluded. Table 1 displays several published studies on the
subject of sentiment analysis.

TABLE 1. A summary of previous studies.

III. METHODOLOGY
The proposed model consists of six stages, which are data
collection, preprocessing, embedding Layer, BCA, deep
learning techniques, and sentiment analysis. Figure 1 and
Figure 2 show the structure and the pseudocode of the
proposed method respectively. It was necessary to perform
some preliminary processing on the raw data to make it
more machine-readable. As a result, the network can only
understand numbers now that word embedding has been
employed to convert words to their associated vectors. Data
will be input into the BCA algorithm for feature selection
after the preceding operations have been completed. Deep
learning techniques will be used to train the data after that.

Finally, the model can be saved and utilized for sentiment
analysis and classification. The remaining four sections of the
study are organized as follows: Dataset, Text Pre-processing,
Word Embedding, Feature Selection Algorithm, Feature sub-
set Selection Based on Binary Coordinate Ascent, Deep
Learning techniques, Classification Techniques, and Evalu-
ation Criteria.

A. DATA COLLECTION
Our study specifically employed data from Amazon Fine
Food Reviews, a collection of 568,454 reviews; in this study,
we used all the opinions in the dataset to examine users’
opinions. The reviewers’ product IDs and comments on the
products are contained in a single CSV file. Besides, there are
also the reviewer’s ratings (ranging from 1 to 5). In addition
to the content of the reviews, a timestamp is attached to each
review [16]. For our labels and raw inputs, we extract the
scores and review texts from the scores and review texts. The
collected dataset is imbalanced. It consists of 82,037 nega-
tive comments and 486,419 positive comments, indicating a
significant class imbalance. This information is important to
consider when assessing the performance and generalizabil-
ity of the deep learning model. In the dataset, 80% of the
data is used for training, and the remaining 20% is used for
testing.

B. PREPROCESSING
It is essential to utilize text pre-processing procedures to con-
vert the natural language to amachine-readable format. In this
step, all letters and numbers in the text data are converted
to lowercase or uppercase letters and words. Text data can
be cleaned of numbers that aren’t relevant to text analysis or
don’t lead to valuable data products. Accent marks are also
stripped of punctuation, as is the space between textual data,
stop-words, dispersed terms, and specified terms. Before any
text can be used, it must first be processed in some way.
Text data must be normalized after it has been prepared
for analysis. Text pre-processing necessitates the use of the
following methods [10]:

1. Convert all letters in text data to lowercase letters or
uppercase Letters.

2. Convert numbers to words or remove numbers from text
data.

3. Delete punctuation, accent marks, and diacritics.
4. Clear Whitespaces of text data.
5. Expanding abbreviations.
6. Delete stop-words, sparse terms, and particular words.
7. Canonicalization of text data.

C. EMBEDDING LAYER
In attribute extraction, word vector embedding is the first
step. The Word2Vec model will be used in this case. The
Word2Vec model is used to convert tweets into the appropri-
ate n-dimensional vectors. The embedding vector is used by
copying the weights to the embedding layer. This layer serves
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as a conduit for the input to the network (with any structure).
Word embedding is another name for this method. Word
embedding is based on the idea that all of a language’s words
can be represented numerically (in vector form). Embedding
is an n-dimensional word processor that interprets the mean-
ing and content of words using numerical numbers. No of
how useful a given ‘‘word vector’’ may or may not be, each
collection of numbers is considered to have been included.
In this collection, we’ve gathered word vectors that our apps
can use to understand better words and the relationships
between them, as well as the content of individual words [23].

It uses a neural network to display all words and texts
on a fixed vector. This vector is calculated using the correct
numbers during the model’s training. Instead of displaying
a specific word or characteristic, each column in this vector
displays a number. Each word will have a unique represen-
tation in a 400-dimensional space if we estimate this vector
to be 400. It is also necessary that the primary data set for
training the model include billions of words contained in
millions of documents or texts in order to improve its accu-
racy. A text or news item’s vector can be found by creating
vectors for each word in the text or article. The average of the
numbers in each column can also be determined for each text
or document, resulting in a vector.

D. FEATURE SUBSET SELECTION
There are many features, but most are either not used or don’t
require significant data. If you leave these features in place,
there won’t be any informational issues, but the network
will have to work more to analyze sentiment. Additionally,
it enables us to store both valuable and a lot of meaningless
info. The feature selection problem has received numerous
proposals for solutions and methods.

Figure 3 (a) shows a general feature selection framework
that illustrates how the algorithm can lower your model’s
input variable by using only relevant data and eliminating
noise. In this method, a machine learning model has its char-
acteristics chosen automatically based on the type of work
being done. Figure 3 (b) based on the values of the objective
function, the BCA algorithm iteratively adds and eliminates
features from the chosen subset of characteristics. The BCA
verifies, at each cycle, if the presence of a feature in a par-
ticular collection of characteristics increases or decreases the
classification performance. Let’s pretend that a feature was
inadvertently added or subtracted from the feature subset.
In that circumstance, the BCA algorithm is at liberty to fix the
incorrect decisions through subsequent BCA scans, coming
as close as possible to the ideal result.

On the other hand, the abundance of features lowers the
test data’s classification results’ accuracy. In other words,
overfitting is a concern. Overfitting occurs when the learning
model does not generalize to test data and has a signifi-
cant error in the test data. When there is a high correlation
between the independent variables, it raises questions about
the model’s validity despite the high value of the correlation

FIGURE 3. Feature selection structure, a) A general framework of feature
selection, b) BCA feature subset selection.

coefficient between the dependent and independent variables.
That is to say, the model is superficially appealing, but it is
missing critical, independent variables [24]. The BCA and
OCA techniques have been applied to choose useful features
and address this issue. Evolutionary algorithms can be used
to address the NP-Hard problem of choosing beneficial char-
acteristics for categorization.

1) BINARY COORDINATE ASCENT (BCA)
The Binary Coordinate Ascent (BCA) algorithm is a deter-
ministic method for iteratively finding the best solution in a
given region. In 2016, Zarshenas et al. published it. Older
feature selection methods like Sequential Feature Selection
and Sequential Forward Floating Selection, two of the most
well-known wrapper-based feature subset selection (FSS)
algorithms, need a tremendous amount of subset evalua-
tions, which is why BCA is so important (IWSSr). The
BCA method starts its search at a point in space where the
binary representation of input variables yields continuous
output values to identify the best set of features based on
their utility. The provided cost function is only iterated once
at each point when BCA changes the solution. The BCA
algorithm helps machine-learning algorithms choose the best
or worst set of features from the feature space to carry out a
particular task, like classification, as well as efficiently. The
BCA evaluates whether a specific feature inside a specific
group of characteristics improves or lowers classification
performance at each iteration. What transpires if a feature is
inadvertently included or excluded from the feature subset?
To get as near the optimal solution as possible, BCAwill seek
to repair inaccuracies caused by earlier scans. As a result,
BCA dramatically reduces the time needed to run the model
and improves its precision. Figure 3 displays the overall block
diagram for BCA [25].

2) OPTIMAL COORDINATE ASCENT (OCA)
Optimal Coordinate Ascent (OCA), a novel technique that
enables choosing features from both blocks and individ-
ual features. To get the best solution for the gradient
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FIGURE 4. RNN structure a) Simple RNN, b) Opened loop of RNN.

boosting technique score (the number of properly catego-
rized samples), OCA uses coordinate ascent. The idea of
interdependencies between variables constituting blocks in
optimization is taken into consideration by OCA. The Natural
Processing (NP) hard original problem, where the num-
ber of options quickly increases and renders a grid search
impractical, is resolved using coordinate ascent optimiza-
tion [26], [27]. The number of rounds required to convert
this NP-hard issue into a polynomial search problem has been
significantly reduced.

E. DEEP LEARNING TECHNIQUES
In deep learning, a particular branch of machine learning,
software trains by subjecting multilayer neural networks to
enormous volumes of data. Excellent NLP outcomes, includ-
ing sentiment analysis across different datasets, have been
produced by deep learning advancements [28]. The most
significant benefit of deep learning is the elimination of the
requirement for manual feature extraction. Instead, they use
word embedding as input that contains context information,
and during the training phase, the middle layers of the neu-
ral network self-learn the features. Words are encoded in a
high-dimensional vector, and a neural network extracts their
features. Deep learning gets going quickly due to its higher
performance across a range of problems and the fact that it
is autonomous, which makes problem-solving much more
pleasant. A deep network of simple data transformations
(layers) is used to assign inputs to targets, and these layers
learn by observing many input and target examples. Transfor-
mation is carried out through a layer that is parameterized by
one’s weights. For the network to properly arrange the input
samples for the associated targets, learning layers entails
finding a series of values for the weights of each layer. The
deep neural network may include millions of parameters, and
selecting the appropriate value for each parameter appears
arduous. The behavior of all other parameters will change if
the value of one parameter is changed [29].
In sentiment analysis, classification refers to grouping

information into different categories by the equation used to
determine the sentiment of the text. For binary classification
(positive and negative) of the Amazon Fine Food Reviews
dataset, our study used three techniques: RNN, CNN, and
hybrid (CNN-RNN). The following is a description of the

study’s final three sections: RNN, CNN, and hybrid neural
network techniques.

1) RECURRENT NEURAL NETWORKS (RNNs)
An artificial deep neural network is known as an RNN. Many
NLP research employs this technique. They are made to
identify a sequence of data features. RNNs were first devel-
oped in 1980; however, they have recently become trendy.
The leading causes are the general advancements in neural
network architecture and the vast increase in computational
power, particularly the effectiveness of graphics cards’ par-
allel processing units. As demonstrated in Figure 4(a), these
neural networks are effective for processing confidential or
sequential data because each processing unit (neurons) may
keep an internal state (memory) that preserves the informa-
tion from prior input. This capability is essential for several
applications using confidential data [30].

This function aids the network in maintaining the internal
state necessary for comprehension and connection-finding
between various words in longer sequences. It should be
mentioned that we interpret a sentence’s meaning based on
the context in which each word is used when we read it.
Utilizing this data series structure is the fundamental goal
of this form of architecture. This neural network’s name is
derived from the fact that recursive networks of this kind
operate. In other words, this operation is carried out for each
word or sentence in a sequence, and the results rely on the
input and prior operations. This is accomplished by repeating
one of the network’s outputs at time t-1 with its input at time t
(i.e., combining the output from the previous step with the
fresh input from the current step) [31]. These cycles enable
data entry between one time step and the following time step.
In other words, these networks contain a loop that allows
them to transmit information to neuronswhile simultaneously
reading input. Figure 4(b) shows the opened loop of RNN.

For the RNN to make an accurate prediction, it needs data
from the beginning of the phrase. These dependencies are
regarded as long-term dependencies since the time between
the pertinent data and the moment it is used to construct a
forecast is usually rather considerable. Unfortunately, learn-
ing these dependencies becomes increasingly challenging in
practice as distance increases because they either have the
problem of gradient vanishing or explosion.
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These problems happen during deep network trainingwhen
gradients are propagated from the end to the beginning of
the network. Since the gradients from the end levels had to
go through numerous multiplications to reach the starting
layers, their values began to decrease (less than 1). As the
process continues, these values decrease to the point where
(in extremely deep networks) they are so minor that they
terminate the training process since the gradients are so
small that they have no impact on the weight changes. The
term ‘‘gradient disappearing’’ refers to this issue. Similar to
this, there is a chance for gradient explosion, in which the
gradient’s values progressively grow to such a size that the
model finally makes a mistake, resulting in an overflow of the
computations. By exposing the network, we can more clearly
grasp the nature of the loop in this type of system. Figure 5
illustrates a detail of RNN’s cell [32].

FIGURE 5. Details of an RNN’s cell.

2) CONVOLUTIONAL NEURAL NETWORKS (CNNs)
CNN is a particular type of neural network initially designed
for computer vision and uses layers with filtering that
implements local characteristics. It has many applications,
including computer vision, speech recognition, and NLP. The
network includes neurons with weights and biases altered
based on training data by a learning algorithm. It also has
local receptive fields, which are discrete areas of input layer
neurons coupled to hidden layer neurons. Convolutional lay-
ers, a pooling layer, and one or more fully linked layers
make up the CNN structure [24]. Figure 6 illustrates how
1d-CNN, which Kim designed initially, works with patterns
in one dimension and has the propensity to be helpful in
natural language processing. It accepts phrases of various
lengths as input and outputs fixed-length vectors [25]. The
longest sentence that the network can process is clipped, and
the shortest sentence is filled with zero vectors. The dropout
regularization used to control over-fitting follows [33].

3) HYBRID NEURAL NETWORK TECHNIQUES
Integrating CNN and RNN neural networks, CNN-RNN is a
hybrid neural network technique. Each model is distinct in

its structure. To achieve its aim of extracting the most local
properties, CNN’s convolutional layer employs a variety of
filters with different window sizes. A pooling layer is then
implemented to enhance feature extraction by concentrating
on the most crucial ones. The retrieved attributes from the
following layer also have a lower number. The data are con-
verted into one-dimensional feature vectors using a flattened
layer before being sent as inputs to the RNN. The RNN then
gets the features that CNN has retrieved. Combining these
two models provides a model with the benefits of both CNN
and RNN [33].

F. EVALUATION CRITERIA
The metrics in this section are used to assess the output of
CNN, RNN, and hybrid (CNN-RNN) models trained on the
Amazon Fine Food Reviews dataset with and without the
BCA method. Metrics for precision, accuracy, recall, and
f1-score are used to compare the outcomes. Evaluation of
the performance of any deep learning model is a crucial
step in its development. Each technique’s performance is
calculated by computing various metrics. The main reason
for utilizing alternative metrics is to determine how well a
deep learning model can function with unlabeled data. The
following measures are used in this paper [28]:
1. Accuracy is the ratio of correctly analyzed samples to the

overall sample count. This is to evaluate the accuracy of
the model. The ratio of accurately predicted reviews to
the total review under examination is used to calculate
accuracy. It can be calculated using equation (1).

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

2. Precision based on equation (2) aimed at evaluating model
precision. It is determined by dividing the number of
correctly predicted reviews by the number of correctly pre-
dicted reviews (TP+FP), with the caveat that a contained
class (c) may contain either positive or negative reviews.

Precision =
TP

TP + FP
(2)

3. Recall: It is measured as the ratio of TP to the number of
actual reviews (TP+FN) and having a negative or positive
class. Through that, the model completeness is measured.
It can be calculated using equation (3).

Recall = TP/(TP + FN) (3)

4. F1-score: calculates the test’s recall and precision to deter-
mine the score. The following is the formal definition of
f1-score:

F1score = 2 ∗
Precision ∗ Recall
Precision+ Recall

(4)

5. TP is the true positive and was accurately anticipated
in the equations above. A TN is one that was accu-
rately predicted, while a false positive is one that was
wrongly forecasted. FN stands for false-negative and erro-
neously predicted.
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FIGURE 6. The structure of CNN.

IV. RESUTLTS AND EVALUATION
Figure 1 illustrates the several phases of the proposed sys-
tem model for classifying Twitter sentiment. These phases,
as mentioned in Figure 2, including reading the data, prepro-
cessing the data, and extracting the features. Next, a feature
subset is chosen based on BCA, and the classification phase
is performed. The proposed system accomplishes classifica-
tion in two ways: classification of the original feature space
and classification of features chosen by the BCA technique
using a wrapper. Finally, the accuracy, recall, F1 score, and
precision of the three classification algorithms (CNN, RNN,
and hybrid CNN-RNN) have been compared.

Python programming language based onKeras’s sequential
model was employed for implementing the RNN, CNN, and
hybrid (CNN-RNN) models in this work. All training pro-
cesses were conducted via an NVIDIA GeForce GTX 1080
Ti GPU.

Training and testing are all included in this section, after
which the outcomes are assessed using RNN, CNN, and
hybrid CNN-RNN models. The following parts go into fur-
ther information on it.

A. TRAIN AND TEST PHASES
Here are some instances of settings in which each approach
produces the desired effect. To prevent the neural network
from becoming unduly dependent on the training data, each
model contains a dropout layer with a rate of 0.5. The models
were built using the Adam optimizer [35], with a learning
rate of 0.001, a batch size of 128 for 15 epochs, and a
fully-connected dense layer with sigmoid activation [36] that
produces a binary prediction. The CNN model contains three
layers of 1d-CNN that are all implemented with 64 filters
and kernel sizes of 1, 2, and 3, respectively. After each layer,
a max-pooling layer [37] with two pooling filter sizes is
applied, which chooses just the value with the greatest weight
and ignores the remaining values, considerably improving the
convolutional layer’s results and reducing the input to the
next layer. It also contains a flattening layer that converts
a two-dimensional feature matrix into a vector that can be
fed into the output layer. The CNN-RNN model contains
one layer of 1d-CNN with 64 filters and a kernel size of 1,
followed by amax-pooling layer with two pooling filter sizes,
and one layer of RNN with 64 neurons in each layer.

The cross-validation parameter of the BCA feature selec-
tion is set to 5, which is set as cross_val_score, and the
delta with 1e-05 rate is used to assess the convergence of the
objective function. Scoring equal to accuracy is used as the
metric to be used as the objective to be maximized.

RNN, CNN, and hybrid CNN-RNN deep learning archi-
tectures were used to train the proposed sentiment analysis
approach. To illustrate the system’s performance, we used
fivefold cross-validation (CV) [38] to train and test our mod-
els five times with different data, utilizing 80% of the data for
training and 20% for testing. The average of all five-fold CVs
was computed. Results from all types are shown in Table 2.

B. RESULTS
Three models of RNN, CNN, and a hybrid CNN-RNN deep
learning architecture are shown here, alongwith experimental
results. Results from the proposed sentiment analysis are
presented and discussed first. Next, themodel’s ATT (average
test time) during the test is calculated.

The average performance of three different deep learning
architectures using the fivefold CV applied to all sentiment
assessments is shown in Table 1. According to the data, all
of our models achieve an accuracy of at least 73%, with the
Hybrid CNN-RNNwith BCA achieving the highest accuracy.

Prediction accuracy for the hybrid (CNN-RNN) model
trained on the Amazon Fine Food Reviews dataset was
74.28% before combining with feature selection methods,
and it has grown to 97.91% after combining with the BCA
approach, as shown in Table 2. Combining CNN and RNN
models in the BCA method improves prediction accuracy
to 96.24% and 96.21%, respectively. When the OCA fea-
ture selection approach is utilized, our performance model’s
accuracy increases by 12 to 13 percentage points and reaches
up to 85%. Despite the fact that BCA outperforms OCA,
applying feature selection methods to our suggested model
boosted model accuracy.

Based on an analysis of the combined model results,
we find that the BCA method produces the highest accuracy
(97.91%) when applied to the Amazon Fine Food Reviews
dataset. Figure 7 illustrates how, during the initial stages of
model training, the accuracy of system performance can be
observed and how feature selection techniques can be used
to increase this accuracy. In this study, the model’s accuracy
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TABLE 2. The performance of the proposed system in comparison with state-of-the-art techniques.

FIGURE 7. The accuracy of the models before and after the BCA used the Amazon Fine Food Reviews dataset.

increased to over 90% within the first 5 epochs of train-
ing, demonstrating the benefit of applying feature selection
approaches to improve the accuracy of the models from the
outset of the model training process.

Table 2 also shows that the employment of feature selection
techniques significantly increases accuracy, indicating that
feature selection techniques can improve the accuracy of
sentiment analysis performance by causing the selection of
relevant features. The use of the BCA technique improved
system performance by a considerable 23 percent, from 73%
to 96%, based on CNN and RNN models, in this paper.
When employing CNN and RNN models to analyze people’s
opinions, reducing the complexity of data is an advantage
of applying feature selection techniques. Using comments
reduces the complexity of data and improves the system’s

performance accuracy. However, despite spending more time
training and testing, the hybrid models utilized in this article
have significantly improved the system’s performance, illus-
trating the importance of hybridmodels in sentiment analysis.

Comparing the results obtained in the paper [16], which is
based on two hybrid models (L-CNN and C-LSTM) to our
proposed results (which are based on hybrid models with or
without the use of BCA) on theAmazon dataset, it is clear that
the accuracy of ourmodel without using the featurewas insuf-
ficient; however, when the BCA was used in the proposed
model, the performance of the system quickly increased, once
again demonstrating the significance of feature selection to
overall system efficiency.

For sentiment analysis, the researchers in this work [17]
employed machine learning algorithms such as SVM with
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TF-IDF, NB with TF-IDF, and LR with TF-IDF; even with
a lengthy testing period, the system achieved an accuracy
of 91%. In comparison, our proposed model’s performance
accuracy reached 97% with a significantly shorter ATT. The
results demonstrate the powerful effectiveness of deep learn-
ing methods combined with feature selection algorithms.

Another objective of this research has been to take into
account the ATT. It’s critical to assess a deep learningmodel’s
efficiency in addition to its accuracy when evaluating its
performance. The model’s processing time for a single input
may be measured using the average time test. This data is
useful for assessing the real-time capacity of the model and
its applicability for certain applications. Table 2 displays the
results of our calculation of all the ATT resulting from testing
models. The whole computed ATT is less than 1 second,
and it is drastically lower when compared to [17]. The ATT
time for the ideal model, which is the Hybrid (CNN-RNN
with BCA), which is a shorter time, is 0.219 second. The
smallest amount of time when the model is evaluated by CNN
is 0.0975 second.

V. CONCLUSION
In this paper, we present a combination of feature subset
selection algorithms based on the BCA with the CNN, RNN,
and hybrid (CNN-RNN) models, which increases all models’
computational accuracy. In explaining this result, it can be
said that all models usually have good training data accu-
racy, but the models’ accuracy decreases in testing data.
This problem has been solved by selecting the BCA subset
feature by choosing the features that are highly dependent
on the response and increasing the accuracy of all models.
This method increases the probability of correctly predicting
the class’s occurrence by selecting the independent category
(predictor) feature that correlates highly with the dependent
category (response) feature. However, the method presented
in this framework has unavoidable problems such as general-
izing the results based on other datasets and searching across
the feature subsets required in the subset construction step,
which needs its computational complexity. Also, results show
that:
1. The proposed model obtained higher accuracy than three

state-of-the-art recurrent approaches;
2. BCA is more effective in increasing accuracy in sentiment

analysis;
3. Implementing the network, an imitation strategy shows

that our proposed model is strong for text classification.
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