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Abstract 

Measuring soil carbon dioxide efflux is a challenging task even when it is performed using 
respiration chambers. While gas samples are taken, measurement deviations become more 
evident according to the used chamber design especially when external disturbances occur.  

This paper studies the carbon dioxide concentration profiles within the top soil layers, and 
investigates the controlling factors affecting the process. The considered factors are diffusion, 
temperature and viscosity. The efflux equation is discussed and then it is linked with the soils 
geotechnical parameters, while a relationship between the Reynolds number within the soil 
and efflux is found. Emphasis on the importance of the external geometrical design 
considerations is shown through studying external boundary layer effects due to the chamber 
outer shell shape and how it interacts with blowing winds. Chamber stability on site of 
deployment is also of a significant importance considering external blowing winds. Internal 
geometrical considerations are linked with the flow turbulence within the dynamic chambers. 
It is highly recommended that respiration chamber designers need to work in parallel with a 
multidisciplinary team in order to make a chamber design that ensures the least disturbance to 
occur at the location of study. 

Keywords: CO2, Soil Porosity, Permeability, Dynamic Chambers, Global Warming, 
Renewable Energy,  

- Abbreviations 

CFD Computational Fluid Dynamics 

PDE Partial Differential Equation 

IPCC Intergovernmental Panel on Climate Change 

EAHE Air Heat Exchanger System  
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   Covered soil surface area by chamber 
   Flow obstructing chamber area 
   Drag force coefficient 
     Blowing fan diameter length 
    

 The gas diffusion coefficient for carbon 
dioxide 

   Effective gas diffusion coefficient 
        Diffusion coefficient at reference state 

   Average characteristic length scale for pores 
    efflux 

       Gas efflux for a soil layer 
          Gas efflux 

        Carbon dioxide total efflux 
         Carbon dioxide efflux from plants 
           Carbon dioxide efflux from bacteria 
        None-dimensional form of the efflux 

           Dynamic total efflux measurement 
         Total static efflux 
           Respiration quotients for different soil 

locations 
      Acting wind force 
   weight force 
  vortex shedding frequency 
  Gravitational acceleration 
  Chamber height 
  Lever arm for the wind force 

    
 Gas species concentration 

  Soil sample permeability 
  Soil layer depth thickness 
   Characteristic dimension 

     
 Carbon dioxide molecular weight 

  Pressure 
   Reference pressure 
    Total top soil pressure (surface) 
    Total bottom soil pressure 

           
 Carbon dioxide partial pressure at soil 

surface 
          

 Carbon dioxide partial pressure at soil bottom 
of soil layer 

    Reynolds number for soil (porous media) 
           Respiration quotient for a specific location 
     Respiration quotient for grassland 

           Respiration quotients for different soil 
locations 

    
 Carbon dioxide volumetric flow rate 

    
 Darcean velocity 

Re Boundary layer Reynolds number 
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     Critical Reynolds number 
    Boundary layer Reynolds number at distance 

x 
   Strouhal Number 
   Reference temperature 
   free stream velocity 
   Average flow velocity at the studied location 
    Critical blowing wind velocity 
   Chamber volume 
   Effective chamber volume 
   volume of the chamber 
    

 Average pore velocity for carbon dioxide 
   Summation of all torque components 

      Wind torque 
        Weight torque 

  The distance downstream from the start of 
the boundary layer 

  Function of elevation 
    Distance from the soil surface to the tip of 

the gas sensor 

      Concentration of carbon dioxide 
     Concentration of oxygen 
       Molar concentration of carbon dioxide on the 

soil surface 
       Molar concentration of carbon dioxide at the 

bottom of the soil surface 
 

- Greek Symbols 

   Carbon dioxide source term starting from the 
soil surface 

    Carbon dioxide source term starting from the 
soil depth 

  Soil constructivity 
  Boundary layer thickness 
  Soil tortisity 
  kinematic viscosity 
  Average rate of dissipation per unit mass 
  Kolmogorov length scale 
  Air dynamic viscosity 

    
 Carbon dioxide gas viscosity 

  Air density 
    

 Carbon dioxide density 
     

 Carbon dioxide pressure gradient 
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1.1 Introduction 

The research work towards developing sustainable and clean energy is advancing through the 

last four decades as fossil fuels which are widely used as the main energy resources are not 

sustainable, and significantly linked to the climate change issue. Climate change is 

increasingly becoming one of the most serious global challenges due to the rapid increase of 

the greenhouse gases (mainly CO2, CH4 and N2O) in the atmosphere [1, 2]. In order to 

understand the rate of greenhouse gases accumulation and to measure or compare different 

control proposals, it is very important to measure accurately the greenhouse fluxes between 

the soil and the atmosphere [3, 4]. Soil can be defined as a complex system, consisting of a 

mixture of organic and mineral particles, soil solution and air, resulting from the interaction 

between biotic and abiotic factors; it is the medium in which plants acquire water and 

nutrients through their roots system [5]. This results in a carbon dioxide efflux that flows out 

and forth from the biologically active soil layers.  Due to that the total carbon dioxide efflux 

is a summation of many sub effluxes. Measuring accurately the production of gas species 

from the soil is not easy. Spatial variability in soil emissions and the quantification of these 

emissions is complicated by the high spatial variability exhibited by many microbial 

processes [6]. This spatial variability is enforced by the soil chemical composition which 

varies significantly from one location to another [7]. Respiration chambers are used to 

measure carbon dioxide efflux of location this is through accumulating the gas mixture in an 

enclosed gas volume within the chamber.  Henrik Lundegardh [8] was the first to propose the 

concept in the form of the respiration bell. Site fertility assessment is the objective whereby 

carbon dioxide rate of production is the indicator. This means the different soil locations 

contribute differently to global warming due to difference of site fertility [9]. Consequently 

with the increase of carbon dioxide concentrations in the atmosphere, planet earth responds to 

it in the form of the green house affect [10]. This has lead scientists to use numerical 
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nonlinear models to predict future concentrations of carbon dioxide in the atmosphere [11], 

on the other hand others used more sophisticated models like the dynamic global vegetation 

model [12] as shown in Figure 1.  

 

Figure 1: IPCC IS92a projections of atmospheric CO2 concentration and the HadCM2 SUL 
climate model simulations of temperature over land (excluding Antarctica).  
For instance global warming is attributed to burning excessive amounts of fossil fuels [13]. 

The drive is always to reduce carbon dioxide emissions by lessening the industrial source of 

the gas. Lessening the production of the carbon dioxide gas requires the reliance on a clean 

energy source such as wind power as stated by Evans et al [14]. Human rise of population 

also contributes in the increase of energy consumption. Therefore using sustainable sources 

of energy that don’t produces carbon dioxide to support the growing demand for energy 

comes of priority, this if for the case of strategic future planning by governments, as the study 

by Omer [15] showed for the country of Sudan. Computational hardware and optimization 

algorithms are developing rapidly. Hence computer software can assist governments in 

making future plans and predictions to expected energy demands. This is to manage 

renewable energy sources according to its availability characteristics as shown by Banos et al 

[16].  

In most African countries forest resources are gradually declining. Hence the supply of fuel 

wood is becoming more difficult to sustain and demand. Especially that it is already 

exceeding the potential supply as shown by Bugaje [17]. Therefore governments need to 

apply policies that make citizens gradually use less fossil fuels [18]. New sustainable source 

of fuels are being introduced to the global market like the Malaysia palm oil example which 

is considered one of the most productive bio-diesel crop. Its waste streams can be used to 

produce vast amounts of bio-gas and other values added products [19]. Another sustainable 
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type of fuel is ethanol which still requires more research to prove its environmental 

friendliness. This is shown by Niven [20] in his comparison between E10 and E0. Microalgae 

is another attractive biodiesel fuel that can be considered as a substitute fuel. It is still in the 

phase of development [21] and the issue of the reduction of its production cost is still posing 

as a challenge.  

A way to asses renewable sources of energy is to apply exergetic analysis on them as shown 

by Hepbasli in [22]. Life cycle assessment for renewable source of energy is also necessary as  

stated by Bhat and Prakash  [23] for electrical generation systems. Alanne and Saari noted in 

[24] that energy systems of the future are going to be a mixture of centralized and distributed 

sub-systems, operating parallel to each other.  

In this paper: several efflux models are covered focusing mainly on the physical and geo-

mechanical side of the species transport process in the soil with the proposal for the use of a 

relationship linking efflux with the respiration quotient of a location. A link between efflux 

and inner soil gas species flow velocity is found through the efflux Reynolds number 

equation. Furthermore respiration chamber shape and operational mode is covered whereby 

both are linked with chamber design regulations. For chamber design operational 

enhancement inner and outer geometrical factors are covered. Likewise the interaction of the 

chamber outer shell with local boundary layer produced by locally blown winds is discussed.  

This is for the three used common shapes of cylindrical, box and hemispherical. Lastly a 

chamber static stability formula is derived for different shapes to assist designer to predict 

which wind speeds cause chamber tip over.      

1.2 Soil Carbon dioxide efflux Model 

Through the discussion of simple analytical models to calculate carbon dioxide flux in 

reference [25] stated that 75% of the efflux comes from the top 20 cm of the soil. This means 
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that the atmospheric soil interface is the place to start building the numerical model. Any site 

location has a set of standard soil layers that have been characterized by geotechnical 

engineers.  

1.2.1 Chamber Gas Volume efflux  

By considering the most biologically activate ones near the top soil surface can help in 

modelling the produced efflux. Assuming no external disturbances occur and by applying 

Fick`s first law in in the z direction. The considered ideal efflux is the static efflux, which 

represents a steady case where the species concentration profile does not change with time. 

Applying Fick`s first law on the gas part of the chamber results in equation (1.1). Where 

          is the gas flux [           ]. The term     
 is the gas diffusion coefficient for 

carbon dioxide in the contained air in the chamber [     ]. Gas diffusion is a function of 

temperature, once the chamber average temperature is obtained gas diffusion can be found 

from [26]. 

               

     
  

 
(1.1) 

Trace gas species concentration     
 [        ] is a function of elevation       inside the 

chamber and can be represented by equation (1.2), the distance         is from the soil 

surface to the tip of the gas sensor. The carbon dioxide source term starting from the soil 

surface is                 , this term incorporates soil bacterial, plant root, and plant leaf 

activity. 

    
 

  
     

    
      (1.2) 
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1.2.2 Soil Volume efflux  

Fick`s first law can also be applied to the soil part entrained under the chamber [27] as shown 

in equation (1.3) for simplicity it can be applied for one standard soil layer. The gas efflux for 

a soil layer is                     . The effective gas diffusion coefficient      
    ] as 

proposed by [28] for carbon dioxide in the air in the soil pores. The trace gas concentration 

    
            is a function of the vertical position       in the soil:  

          

     

  
 

(1.3) 

The controlling parameters of    are presented in equation (1.4) where   is the air porosity in 

the soil location. The term   is soil constructivity which usually takes a value of 0.9 to 1, it 

depends on how compact are the fine soil particles are at the location. Soil tortisity is 

represented by   and takes values from 0.5 to 6 as shown in [26] it all depends on the 

effective pore diameters created by rocks in the soil layer: 

   
     

 

 
 

(1.4) 

Equation (1.3) can be extended to consider several layers of soil. During the sampling 

duration of an experiment heat affects the diffusion process in both the chamber gas 

entrainment and the covered soil by the chamber.  The diffusion coefficient for two states can 

be found relying on [26], looking at equation (1.5) the diffusion coefficient for carbon 

dioxide at the studied state is     
       while for the reference state is          

    . The 

reference temperature is        while the reference pressure        . Likewise the studied 

case temperature is       while the studied state pressure is       . As evident the diffusion 

coefficient for carbon dioxide is proportionally related to the temperature term      while it 

is disproportionally connected with the pressure term        . Soil either gains heat or losses 
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it depends on the daily cyclic heat pattern, diffusion in soil cavities is enhanced by 

temperature rise as shown in the following equation:  

    
         

 

  
 
     

 
 

(1.5) 

Equation (1.5) proves that the diffusion coefficient in soil cavities is proportionally related to 

small pressure changes, hence low pressure atmospheric disturbances contribute to measured 

efflux deviations. It also proves the temperature sensors need to be used at locations inside 

the soil layer. By substituting equations (1.3) and (1.4) into the Reynolds transport equation 

the relation of concentration and soil depth can be found in equation (1.6).  The trace gas 

concentration in the soil is     
            and        is the vertical position from the soil 

depth to the soil surface. The carbon dioxide source term starting from the soil depth is 

           
      , this term can incorporate soil bacterial and plant root activity. 

    
 

    

      
 
   

      
(1.6) 

In conclusion static chambers rely mainly on diffusion for mass transport which is a 

kinematic property as seem in equations (1.1) and (1.3).  Both equations are used for a steady 

state case where the efflux does not change with time, which is by taking two concentration 

measurements at the start and end of the soil layer. Equation (1.3) is used in the soil gradient 

method. Equations (1.2) and (1.5) main advantage is they can easily model the concentration 

profile inside the chamber and in a soil layer as a function of elevation. Consequently by 

curve fitting the experimental data the volumetric source term      in equation (1.6) can be 

found. Experimentally this link between the soil and chamber entrainment efflux has been 

verified by [29] showing a relationship between efflux and soil parameters covered in 

equation (1.6). That was by capturing the carbon dioxide concentration plots in relation to 
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soil depth inside the chamber and soil. Some researchers [30] proposed in order to get 

accurate efflux measurements is to decompose the carbon dioxide total efflux         into 

different flux components relating to the different sources of it in the soil as shown in 

equation (1.7), relating to sources ranging between plant, root and microbial fluxes.  

            

 

 

                           
(1.7) 

For a conducted experiment when data analysis comes in place some researchers have used 

the none-dimensional form of the efflux         when using dynamic chambers, this is shown 

in equation (1.8). The dynamic total efflux measurement            is normalized by the total 

static efflux         . 

        
          

        
 

(1.8) 

Experimentalists in [31]  and many others use equation (1.9),  it can be derived from the 

Reynolds transport equation. It represents the case of rise of carbon dioxide concentration in 

relation to time in a respiration chamber from ambient concentration to the state of species 

saturation. The state of species saturation in the chamber is identified when any discrete 

increase in concentration doesn’t change the efflux slope. The power of this model is that it 

can be applied to an unsteady case for both a closed static or dynamic chamber. 

Concentration is measured in relation to time this is represented by the derivative      
    

           with time. While          is chamber volume and         covered soil surface 

area by chamber:  

   
  
  

     

  
 

(1.9) 
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A linear regression model is applied to curve fit the experimental data where equation (1.9) 

can also be extrapolated.  Its simplicity comes from that it constitutes to several process 

(biological, mass convective and diffusive) occurring inside the chamber and location soil. 

Things become more complex for an unsteady case inside the chamber when species 

diffusion and convection are considered in the model as shown in equation (1.10): 

      
  

    
     

  
  

     
  

  
     

  
 

   
      
   

 
      

   
 
      
   

     

(1.10) 

Equation (1.10) is not feasible to be solved by hand. It is solved using numerical methods for 

PDEs, solving it by hand is very tedious and time consuming. Hence this requires the use of 

computational fluid dynamics software.  

1.2.3 Soil efflux Relating to RQ  

One way for developing efflux models is to consider grass land physical and geo-mechanic 

properties to build the model. A grass land is regarded by the scientific community as an 

ideal case for optimum biological activity [32], besides the idea that vast areas of planet earth 

are covered by grass [33] . By measuring the carbon dioxide production, atmospheric oxygen 

consumption can be measured for a certain location. The consumption of oxygen all depends 

on the studied site soil structure, meaning that aeration is important for the production of 

carbon dioxide. The respiration quotient [34] in equation (1.11) is defined as the ratio of  

                     
    over                         for a pre-defined volume of 

soil:  

           
     

    
 

(1.11) 
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The Respiration quotient for a specific location such as a grassland land [35] is      

                
      .  Researchers have already found the respiration quotients for 

different soil locations (grassland, peatland, forest site, rangeland, etc.).  Hence site location 

oxygen consumption can directly be found instantaneously when the carbon dioxide efflux is 

measured. Proving that each location has its characteristic efflux is based on substituting 

equation (1.11) into (1.9) which gives equation (1.12) 

           
  
  

                
(1.12) 

1.3 Soil Parameters that affect CO2 efflux 

The soil carbon dioxide efflux challenge can be summarized into the four research lines 

mentioned in [8]: soil chemistry, physical mechanism, physiological research line and the 

ecological research line. The soil chemistry research line will be covered on page Error! 

Bookmark not defined.. Likewise the ecological research line will focus on resilience 

ecology. The physiological research line that focuses on the environmental interactions with 

soil as mentioned by authors [36, 37] which have connected soil efflux to soil biology and 

physics. Bulk density is an indicator of soil compaction and soil health as found by authors in 

[38]. Carbon dioxide is produced by the living organisms in the soil at different scales [39], 

organisms activity is governed mainly by temperature, minerals, air and water content. Any 

of these factors if not provided in a substantial quantity has an impact on the metabolism 

process. Mainly the focus here in this section is the physical mechanism. The recommended 

approach to study the physical mechanism is very much like the one adopted by [40] for a 

dynamic chamber case. Where an artificial experiment is built that has all the soil parameters 

that affect the efflux, then exploring the direct and indirect effects of them by changing their 

values to see what soil efflux changes occurs. What is realised from the paper in simple 

context, excluding external disturbances such as atmospheric temperature and pressure, 
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carbon dioxide fluxes are governed mainly by the constraints of soil structure. Another 

approach taken by [41] is to apply a sensitivity analysis case to the soil parameters of interest, 

where by fixing several parameters and changing one in reasonable ranges can give good 

results for efflux predictions.  

In conclusion from the previous discussion and supporting the physical mechanism research 

line. It seems to be evident that what controls the carbon dioxide mass transport process is the 

soil cavities as mentioned by [42, 43] which are indicated explicitly by soil air porosity while 

in a more general concept soil permeability. 

1.3.1 Soil efflux relation to Reynolds Number 

 The change in quantities of water, air, soil temperature, soil chemical constituents with time 

controls the efflux intensity. That is evident from the Darcy equation [44], it is usually used 

to model the occurring mass transport process in soil. Mainly researchers apply it for 

calculating incompressible liquids such as for water, but it can also be applied to 

compressible fluids such as air, carbon dioxide, etc. By applying the Darcy equation 

specifically for carbon dioxide results in equation (1.13). This is for a specified volume of 

soil with one of its inlets located at the bottom of the soil layer (O Horizon) and outlet is 

located at the soil interface with the atmosphere. The parameters that govern the transport 

properties are gas viscosity:            . The soil layer depth thickness is taken as     , The 

soil sample permeability       . The sample area cross section is referred to as       . The 

carbon dioxide partial pressure difference is taken at two points of the O Horizon, the first at 

the soil surface            
     and the second at the bottom of the soil layer               . 

All this leads to calculate the carbon dioxide volumetric flow rate     
       , considering 

the flow direction from inside the soil to the atmospheric interface: 
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(1.13) 

Carbon dioxide partial pressure difference can be calculated by measuring the total pressure 

at two points. The top soil pressure (surface) is         , and the bottom soil pressure  is 

        . Likewise molar ratios are used to represent carbon dioxide concentration at both the 

soil surface and at the bottom of the soil layer: 

                       
           

  
    

          

  
    (1.14) 

By applying equation (1.14) into (1.13) gives equation (1.15) where molar concentration on 

the soil surface is        and at the soil bottom layer is       : 

    
  

  

    

                       

 
 

(1.15) 

By multiplying both sides of the equation by carbon dioxide density and dividing by (cross 

sectional area and carbon dioxide molecular weight) the efflux equation becomes (1.16): 

    
      

     
     

                      

 
 

(1.16) 

The Darcean velocity     
       can be calculated from equation (1.17): 

    
  

 

    

     
 

(1.17) 

Hence by applying the pressure derivative to equation (1.17) leads to (1.18): 

    
  

 

    

                      

 
 

(1.18) 
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The average pore velocity for carbon dioxide can be calculated using equation (1.19). This is 

by knowing the soil air porosity value   and the Darcean velocity     
       in the soil: 

    
 
    

 
 (1.19) 

Substituting equation (1.18) into equation (1.19) results in equation (1.20) which shows the 

relationship between average flow velocity for carbon dioxide with porosity and 

permeability: 

    
  

 

    
 

                      

 
 

(1.20) 

With occurring pressure gradients on the soil surface produced by blowing winds, suction 

occurs at one location and blowing occurs at another what connects both points are the soil 

gas cavities, this pressure difference between two points in response creates a flow in the 

various soil layers, for simplicity it can be very much described as underground mine 

ventilation principle.  This is for the reason that soil structural cavities are connected in a 

random manner.  

For the case of microscopic fluid dynamics  [45] energy transfer in the fluid is accomplished 

by molecular interaction (diffusion).  This is where the average pore velocity     
 and the 

average characteristic length scale for pores   . The Reynolds number for soil (porous media) 

is given by equation (1.21):  

   
         

 

    
 

(1.21) 

The viscous forces dominate over the inertia forces and only the local geometry influences 

the flow. Knowing that the average pore velocity is in equation (1.19) then substituting it into 

the Reynolds number (1.21) gives: 
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(1.22) 

By substituting equation (1.21) into (1.22)  

    
     

   

     
  

 

                      

 
  

(1.23) 

Or by substituting equation (1.23) into (1.16) the researcher can find the relationship between 

the Reynolds number and the carbon dioxide efflux as shown in equation (1.24): 

     
 

   

    
  

     

 
(1.24) 

In porous media the flow can be characterized according to 4 regimes stated by the the author 

in [46]. The process is achieved by using the Reynolds number shown in equation (1.22). The 

power of the derived equation (1.24) can give hints to what type of flow type is occurring in 

the soil according to the measured efflux values. So for the first case of a Darcy or creeping 

flow regime it occurs when     . Subsequently for the second case is the inertial flow 

regime which occurs in ranges of            . Meanwhile for the third case of an 

unsteady laminar flow regime it falls in the range of           . Finally the fourth case 

is the unsteady or chaotic flow regime condition when         . 

Considering the geometrical constraints to be fixed, external disturbances represented by the 

pressure term     in equation (1.18) contributes to the transport process through the soil. 

Occurring blowing winds over the soil inflict changing wall shear stress over the soil creating 

regions of positive and negative pressure gradients, this was proved by [47] for a case of 

mercury vapour. An interpretation of this efflux underestimation was mentioned by [48], who 

stated that the effective chamber volume        being measured is the volume of the 
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chamber        including the volume of the air-filled spaces near the soil surface        

where   is air porosity, this crystalizes equation in the following form (1.25):   

   
      

  

     
  

 
(1.25) 

To overcome this problem of emission underestimation, some scientists [49] have derived 

mathematical models to study the variables that cause these underestimations. Top surface 

soil litter dynamics dose affect soil respiration as reported by [50], forest sites have less 

vegetation cover and more of plant dead litter [51] likewise they are characterized with high 

water drainage rates [52] meaning that forest sites have a lower efflux in comparison with 

grassland locations as proven by [53]. Some authors [54] have opted to measure grasslands 

efflux at different locations between Mediterranean and Californian grassland locations. This 

helps to see what deviations by using the proposed model would occur between the two 

locations that unite in the same category of classification. This leads to the conclusion that 

each site has its own characteristic efflux. This pattern becomes recognizable with 

experiments conducted on different site locations; as a result effluxes can be fitted into site 

categories (grassland, peatland, forest Site, rangeland, etc.).  

It was also stated by [55] that when using a dynamic chamber, if the amount of organic 

carbon available for microbial decomposition remains unchanged, the total amount of carbon 

dioxide efflux will remain constant. It is known that a segment of the total flux is produced 

by plant photosynthesis, the photosynthesis efflux depends on the density of the vegetation 

cover in the studied location. This has lead commercial companies to make different types of 

chambers according to the required intended flux to measure as an example: SRC-1, LI-6400, 

SRC-MV5, CFX-2, etc. The apparatus LI-6400XT is shown on Figure 2. 
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Figure 2: Licor`s developed apparatus that measures photosynthesis LI-6400XT [56].  

1.4 Respiration Chamber Shape, Operation Mode and Design Regulations  

Many commercial companies have introduced different chamber designs, (e.g.  LI-COR) as 

shown in Figure 3 to measure carbon dioxide fluxes and other gases of interest such as (CH4, 

NOx, etc.), these have been developed and regular functionality bugs have been resolved for 

the end user.  

 

Figure 3: Available commercial chambers by Li-COR LI-8100A Automated  

Soil Gas Flux System [57]. 

An agreement in the research community is noticed on the four shape configurations of cube, 

cuboid, cylinder and hemisphere for small and medium sized chambers; for large applications 

other configurations  have been surveyed by [58] such as the 8 greenhouse types shown in 

Figure 4.  Unfortunately the majority of commercial chambers are still expensive [59].  There 

are four common chamber operating regimes for the ones that use gas sensors in the market 

today; all revolve around the following four working modes [8]: closed dynamic, closed static 

[60], open dynamic and open static.  

 

Figure 4:The eight  types of greenhouse configurations [58] . 

The closed chamber approach is where the chamber is placed over the soil without the 

existence of any opening to the atmosphere from the chambers outer shell. The open chamber 

method is where holes exist in the chambers shell to achieve pressure equilibrium between 

inside and the outside atmosphere likewise the same applies to temperature and species 

concentration. The term static refers to a chamber that either has a switched off fan or no fan 

at all, while dynamic refers to the existence of a gas mixture circulation method that can be 
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an internal blowing fan or an external environmental system. The four working modes have 

been studied and site suitability operation mode according to site properties has been found 

[61]. Operational mode is based on steady or unsteady mode flow conditions meaning that 

when no induced flow is occurring in the chamber and diffusion is dominant then it can be 

regarded as a steady state case, while for a case of induced convection with blowing fans in 

the chamber a turbulent flow pattern would occur in the chamber characterizing it as an 

unsteady state. The proposal to use automated closed chambers has been investigated by [62] 

making it an attractive option in the presence of geographical restrictions, reduced equipment 

costs, accuracies at high and low efflux rates, fully automated measurements and good 

suitability for long term continuous measurement projects. 

Several authors have specified chamber design approaches this is seen for the dynamic 

chamber case in [63]  in addition to a study applied to a dynamic chamber design located on a 

rangeland [64]. Conversely author [41] looks more in detail to the relationship between soil 

parameters and different chamber designs and how that affects efflux measurements. One 

way proposed to evaluate chamber design and its system was proposed by [41], that is done 

through comparing the efflux measurement for the developed one against the efflux for the 

three considered chambers models. Chambers have to satisfy minimum design requirements 

to perform their role to the optimum level of acceptable measurement accuracy. Commercial 

chamber design companies take into consideration [65] a set of design regulations to achieve 

reliable efflux measurements, these are as follows: 

 Minimize the changes in the natural microclimate within the respiration chamber [66]. 

 Minimize disturbances of the soil, which contains the various sources of carbon 

dioxide from plant roots to bacteria, etc. 

 Cause no change to the pressure inside the respiration chamber [67]. 
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 Cause no build up or depletion of carbon dioxide that might cause substantial changes 

in the gradient of carbon dioxide concentration or cause leakage of carbon dioxide 

into or out of the respiration chamber.  

 Measure water vapour pressure with a correction factor. 

1.4.1 Chamber Dimensional Factors and Outer Shell Shape considerations 

Chamber dimensional factors as mentioned by [68] have proved to be a contributing factor to 

concentration measurement deviations. It is stated that underestimation of efflux was related 

to the chamber height, volume and the soil covered area together with the increase of design 

parameter values. These factors have been studied extensively using numerical models by 

[69]. From an aerodynamic perspective [70] the reason for that is due to the creation of the 

circulation region behind the chamber as shown in Figure 5, the intensity of the aft region 

depends on the blowing wind velocity.  

Some chamber designers have opted to use either the cylindrical, box or hemisphere shape; 

the shape selection criteria is mainly based on the ease of manufacture, and on the 

manufacturing funds allocated for the research project. Height of chamber as emphasized by 

[71] is of importance as the study investigated the effect of chamber heights ranging from 

       to        .  The majority of chambers are about half a meter or less in height. 

Consequently this means that usually chambers interacts with the flow boundary layer. The 

respiration chamber according to its height H [m] can be determined if it is submerged in the 

boundary layer [72] thickness       using equation (1.27). The researcher would encounter 

two cases during the aerodynamic design process that is he either knows the distance where 

the boundary layer starts from, or he knows the thickness of the boundary layer based on 

assuming that it is bigger or equal to the chamber height.  
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1.4.2 The Cylindrical Shape Respiration Chamber  

Speaking of the first case considering an external laminar flow regime occurs.  The distance 

downstream from the start of the boundary layer is       and the Reynolds number relating to 

the boundary layer distance is shown in equation (1.26) .Where air density is           

while          is the free steam velocity and the air dynamic viscosity is          . 

    
     

 
 (1.26) 

The boundary layer thickness       is calculated from equation (1.27): 

      
 

    
 (1.27) 

The chamber can only be submerged if it satisfies the following condition (1.28) for the 

laminar flow case, where       is the chamber height: 

    (1.28) 

To calculate the boundary layer thickness for an external turbulent flow is by using equation 

(1.29). Note it has the same defined variables as equation (1.27): 

       
 

   
   

 (1.29) 

Again the chamber can only be submerged if it satisfies the following condition (1.30) for a 

turbulent flow case: 

    (1.30) 
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The second case is where boundary layer thickness is assumed to known. Whereby it is equal 

to chamber height or over     this is for a laminar case. Then by substituting equation 

(1.26) into (1.27) and dealing with the parameter of distance x as an unknown equation (1.31) 

is derived:  

      
     

 

 
 

(1.31) 

To avoid repetition the same approach can be applied for the turbulent boundary layer case 

which results in equation (1.32): 

        
    
 

 
   

     
(1.32) 

In conclusion in open spaces of chamber deployment where no obstacles of different heights 

are distributed around the chamber boundary layers would occur at some distance x around 

the chamber.  Likewise what lessens the impact of generated boundary layers on chambers is 

by deploying it to locations that either have reasonably low wind speeds or the height of 

plantation or obstacles is similar to the chambers height. This is sometimes referred to by 

meteorologists as surface roughness. 

The boundary layer occurs as the flow runs parallel to the soil surface [73] it helps in 

dampening the occurring flow disturbance at the head of the chamber till some point. 

Consequently it all depends on the continuity of kinetic energy provided by the blowing 

winds to the external flow around the chamber to preserve the created boundary layer.  It is 

stated in [68] that tall chambers over estimate efflux measurements this can be attributed to 

the generated horse shoe and arch vortex as shown in Figure 5. The trailing vortex has a 

minor affect, because its intensity increases as it moves away from the chamber. To tackle the 
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problem of the arch and horseshoe vortex designers are advised to see how they are 

generated, the generation process is described in detail by [74].  

 

Figure 5: The occurring flow pattern around a cylindrical chamber [70]. What affects mainly 
the measurement is the horseshoe vortex, arch vortex. 

External flows refer to blowing winds occurring externally around the chamber shell. During 

the design process of a chamber, two important dimensionless numbers are used in the phase 

of occurring flow pattern characterization. These are the Reynolds (1.33) and the Strouhal 

numbers (1.34). The Reynolds number is calculated in relation to the dimensional 

characteristic length   [m] of the chamber. The average flow velocity at the studied location 

is    [   ] and           is the kinematic viscosity [    ] for air. Hence       can be the 

chamber diameter for a cylinder shape case and. The Reynolds number: 

   
   

 
 

(1.33) 

The Strouhal Number (1.34) has the same two terms of dimensional characteristic length and 

average flow velocity used in (1.33). The vortex shedding frequency is         : 

   
   

  
 

(1.34) 

Lots of aerodynamic material is available for cylinders in relation to St and Re numbers, 

which allows the chamber designer to find the critical flow frequency that causes external 

flow disturbance. To discuss the argument it requires the assumption of using a 1 [m] 

diameter cylindrical chamber with constant physical flow properties and applying it to 

equation (1.25). This helps in finding the external wind blowing velocity relation to the 

Reynolds regime characterization.  
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Looking at Figure 6 the first flow regime is for the case of unseparated flow represented by 

the condition (1.35). This is for a calm day with no obvious blowing winds         

          , consequently no expected under or over flux measurements. 

5 < Re (1.35) 

Cylindrical chambers usually are usually deployed on sites that are characterized to have 

blowing velocities in the range of                                  meaning the 

flow regime exists in the range of (1.36) and is described to have a fixed pair of foppl 

vortices in wake. Hence less accurate efflux measurements will result due to the generated 

weak arch vortex. 

5 < Re < 40 (1.36) 

 

 

 

Figure 6:  A summary of the 6 cases of external flows occurring around a cylinder 
represented in relation to the Reynolds number for flow characterization [75]. 

 

Small wind flow velocities in the range of         [m/s] <u< 0.02 [m/s] are characterised 

for the case of (1.37). This is where two regimes are considered, the flow starts off at Re=40 

in which the vortex street is laminar and moves on to the transitional stage at Re=150. The 

vortex transition stage from laminar to turbulent is located between Re=150 and Re=300. The 

first discussed phase the vortex street is laminar meaning that the arch vortex is still weak to 

create a substantial negative pressure region after the chamber. The second phase is when the 



 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

25 
 

vortex street start developing in a full turbulent vortex this is when the frequency and strength 

of the suction affect becomes evident on the measurements by the arch vortex.  

40 < Re < 300 (1.37) 

The majority of site locations have average wind flow velocities in the range of       [m/s] 

<u< 5 [m/s] meaning they are characterized by (1.38). This is the case where Vortex Street is 

fully turbulent. 

300 < Re <         (1.38) 

Wind blowing velocities are in the range of    [m/s] <u< 50[m/s] as characterized in (1.39).  

Once wind velocities exceed 10 [m/s] then the disturbances of the efflux measurements 

should be visible. The laminar boundary layer has undergone turbulent transition and the 

wake is narrower and disorganized. 

        < Re <         (1.39) 

Reported cyclone wind velocities [76] are          this is the maximum anticipated velocity. 

Therefore the case (1.40) represents the case of reestablishment of turbulent vortex street, 

hence fitting to the last stated category towards the bottom of Figure 6.  This case rarely 

happens and can be regarded as the maximum value case for specific chamber designs to be 

deployed in the regions of cyclones.  

                    (1.40) 

This leads to the conclusion for cylindrical chambers that by predicting the Strouhal number 

for a certain external flow regime the intensity and frequency of the occurring vortex 

shedding can be found using equation (1.34). Hence over or under prediction of efflux 

measurements can be corrected. The relationship between the Strouhal and Reynolds number 
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for a cylinder case in the range 40 < Re < 1200 is shown in equation (1.41)  it is proposed by 

[77]: 

          
      

   
 
      

  
 

(1.41) 

Therefore it is recommended to have prior data of probability distribution of annual wind 

blowing velocities on the site of interest. This is done either through the use of histograms, 

Rayleigh or Weibull methods as shown by [78]. Consequently this helps to determine the 

compatibility of the chamber shape with its planned location of installation. 

 

Figure 7: Probability distribution of annual wind speeds example. 

1.4.3 The Box Shape Respiration Chamber  

Box chambers cause earlier flow separation [79] if they are positioned exactly in the face of 

the flow, as shown in Figure 8.  What mainly causes the disturbance is the horseshoe vortex 

at the prism wall junction and on a much minor scale the base vortex structures. In conclusion 

it is best to record the occurring wind blowing directions before setting up the chamber on 

location. Then, the chamber can be placed in a wedge type flow configuration to lessen the 

aft flow disturbance over the soil surface which in result affects the efflux measurements.  

 

Figure 8: The  box shaped chamber with the horseshoe vortex at prism-wall junction, this 
vortex which mainly disturbs concentration measurements in the chamber  [79]. 

For static chambers some researchers [80] have used small in height chambers as shown in 

Figure 9. This kind of approach is recommended based on the principle that gas species take 

time to diffuse therefore small in height chambers reduces data measurement time. Using 

small sized chambers as shown by [75] can decrease the amount of disturbance but on the 
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other hand, it can affect the accuracy of the measured location emissions. That can be evident 

for the case use (SRC-1, height: 150 [mm]) or (CPY-4, height: 145 [mm]) both produced by 

PP Systmes [81]. Chamber designers have also opted to use flexible designs, for the case of 

tall plants where two chambers are fitted in parallel. 

 

Figure 9: A small in height static chamber. 

1.4.4 The Hemispherical Shape Respiration Chamber  

Some researchers have proposed the use of hemispherical shaped type chambers as found in 

[73] and in [79]. Hemispherical chambers (dome shaped) [82] are  found to be preferable  

because they don’t cause the top head vortex disturbance as seen in the cylindrical Figure 6 

and box chamber case Figure 8. They do generate tip hairpins as illustrated by [83] but 

usually they are drawn away by the occurring boundary layer. 

The setback in using cylindrical shape chambers is that they produce vortex shedding behind 

them at site locations characterized with high blowing winds. Avoiding sharp edges on the 

chambers outer shell is also required to avoid sources of flow turbulence to the external flow. 

It has been pointed out by [76] that external shape irregularities introduce disturbance to the 

occurring flow around the chamber. It is noticeable in Figure 10 that chamber designers of 

LI-8100A have filleted the occurring edges of the apparatus in addition to use the collar 

method to lessen the side effects of apparatus shape irregularities.  

 
Figure 10: LI 8100A Automated Soil CO2 Flux System and soil chambers provided by 

LICOR [84] . 

This sets the emphasises for designers that a streamlined chamber outer and inner shell is 

recommended so that negative pressure regions don’t occur on the surface of neighbouring 
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soil outside or inside of the chamber. The negative and positive pressure regions distributed 

randomly inside and around the chamber cause leakage in and out of the chamber (mass 

transport fluxes), more over pressure affects are covered extensively on page Error! 

Bookmark not defined.. This is based on the pressure difference through soil porous media 

according to Darcy law equation (1.13). On the other hand classical shapes are much easier to 

manufacture than streamlined chamber shells.  Consequently relatively small respiration 

chambers should be tested in wind tunnels. However large in size chambers or greenhouses 

can be tested using commercial CFD packages [85].  Therefore for the purpose of chamber 

design evaluation CFD can prove to be less costly before conducting full-size practical tests. 

1.4.5 Chamber Static Stability over the Site of Installation 

Designers can use equation (1.45) to approximate the chamber static stability over the site of 

installation while blowing wind occurs. This is by applying the equilibrium of torque at the 

corner edge of the chamber as shown in (1.42). For this case we apply (1.42)  for a cylindrical 

shape chamber, the same principle can be applied for other shapes. The wind torque is  

           and the weight torque is             : 

   
 

                 (1.42) 

Substituting into equation (1.42) both the acting wind force            and the chamber 

weight force       results in equation (1.43). Additionally       is the lever arm for the 

wind force, while radius       is the lever arm for the chamber weight force.  

           (1.43) 

Applying into equation (1.43) the drag force equation parameters on the left hand side and 

Newton’s second law on the right-hand side will result in equation (1.44). This is 

where           is the air density,    is the drag force coefficient it can be obtained from 
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[86]. The flow obstructing chamber area is         .  Likewise on the right-hand side        

is the mass of the chamber furthermore the gravitational acceleration is          : 

         
         (1.44) 

Hence the critical blowing wind velocity to achieve chamber turn over can be calculated 

using equation (1.45): 

     
   

         
 

(1.45) 

Leading to that wind velocities at the location should always be lower than the critical 

velocity as shown in (1.46): 

      (1.46) 

If the location has high blowing winds furthermore the condition of equation (1.46) cannot be 

satisfied then the designer can resort to chamber fixing approaches like collars, anchoring etc. 

1.4.6 Chambers Internal Geometric Considerations. 

It is noticeable in [87] that geometrical constraints inside the chamber cause disturbance to 

the measurements. This means the lesser the obstacles are there the better the design is, this 

kind of approach is evident in the available research chamber  [80] such as the one shown in 

Figure 11.  

 

Figure 11:  A chamber with no internal obstacles except the tree branches. 

Therefore it is recommended to lessen the usage of the connecting beams inside the chamber 

that designers usually opt to strengthen the chambers rigidity, the same applies to used wiring 

or sensors inside the chamber. Cylindrical beams create vortex shedding at certain flow 
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speeds [88], sharp edges are a source of turbulence to the flow as shown for backward facing 

step flow [74]. This leads us to the conclusion that the existence of solid obstacles such as 

sharp edges, cylindrical beams, cabling or flapping paper (generates flutter) inside the 

chamber have a strong impact on creating flow disturbance for the case of a dynamic 

chamber. For a static respiration chamber case solid obstacles play a significant part in 

delaying the uniform diffusion of carbon dioxide in the chamber gas volume. On the other 

hand for the case of a static open chamber the external pressure contributes to the problem of 

wrong measurements [89] because external disturbance is generated by occurring blowing 

winds. Furthermore for the case of open dynamic chambers strong blowing winds might have 

disastrous effects due to the generation of pressure disturbance between the inside and 

outside of the chamber. Therefore the probability of the occurrence of high internal or 

external pressure is high. This disturbance disrupts the required pressure equilibrium 

condition to occur inside and outside the chamber. 

This length scale for a dynamic chamber can be considered as the blowing fan diameter 

length         , this is for a case where a chamber has obstacles or sharp edges which have a 

characteristic dimension        smaller than the fan diameter (1.47).  

        (1.47) 

Likewise the length scale of the turbulent flow structure depends on the characteristic length 

of the secondary source of turbulence, this case occurs when the fan jet hits an obstacle 

bigger in length than its diameter (1.48). This can be a connecting beam or some instrument 

inside the chamber.  

        (1.48) 
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Meanwhile for the case of static chambers the Kolmogorov length scale        as shown in 

(1.49) is the smallest scale of disturbance and is the most dominant length scale.  

Additionally the average rate of dissipation per unit mass is          and the kinematic 

viscosity        . In a dynamic chamber case Kolmogorov length scale do occur in the 

chamber but at less dominant magnitude. 

   
  

 
 

   

 
(1.49) 

The Reynolds number for inner flows mainly relies on the main length scale dimension inside 

the chamber. The limits for Reynolds in chambers can be found equation (1.50), to insure that 

least disturbance to the inner chamber environment can be obtained at the same time for 

chamber inner mixture circulation to occur.  

        (1.50) 

Finding the critical Reynolds number is done by assigning several blowing speeds to the 

circulation fan and then measuring the inner chamber pressure in addition to plotting the 

concentration curve in relation to time. Plotting the concentration curves in relation to time 

for the different fan velocities cases comes next. This helps in comparing and optimizing the 

process for the mentioned cases. Consequently the most reliable concentration curve is 

obtained while preserving the built up inner pressure to the minimum. This approach is 

recommended to be applied experimentally. Another but not easy approach for optimization 

comes in the form of calculating the flow energy spectrum inside the chamber for different 

inner chamber pressures. This can be conducted easily through the use of CFD codes, 

experimentally it is tedious and time consuming to capture the flow fields in the chamber 3D 

domain. Hence if the researcher wants to pursue the route of turbulence then he is advised to 

read through [90]. In conclusion the Strouhal number as it was used for external flows it can 
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also be applied for internal flows as in a form of disturbance frequency characterization and 

intensity. Hence for inner flows it can be applied mainly to the cylindrical connecting inner 

beams or to the sharp edges in the chamber. Inner beams having a circular cross section are 

favoured in comparison with the ones that have a box cross section, for the purpose of 

reducing the number of sharp edges used down to two. Sharp edges and inner beams are 

unwanted for designers in a chamber hence one way around such a geometrical constraints is 

to use them if needed at a small scale in heights and diameters.  Consequently designers can 

rely on the viscous forces occurring in the flow as well as the Kolmogorov length scales 

concentrated near the flow stagnation regions to dampen the flow disturbance. 

1.5 Conclusion 

Soil geomechnical and physical factors affect the measured efflux in respiration chambers 

likewise meteorological acting disturbances on the chamber cause deviations in carbon 

dioxide measurements. Consequently prior shape selection is of importance according to 

location wind speed histographs. Likewise the interaction of the chambers outer shape with 

blowing winds cannot be neglected. In conclusion different shape chambers produce different 

flow structures meaning flow turbulence should be considered during the chamber design 

stage. These flow structures are characterized having different strength intensities whereby 

they cause regions of high and low pressure over the soil surface near the chamber. Hence 

they cause over or under prediction of measured carbon dioxide fluxes. Hence preserving the 

internal chamber environment is a necessity this can be done by using the air heat exchanger 

system (EAHE) mentioned in [91, 92]. 
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List of figures: 

 

Figure 1: IPCC IS92a projections of atmospheric CO2 concentration and the HadCM2 SUL 

climate model simulations of temperature over land (excluding Antarctica).  
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Figure 2: Licor`s developed apparatus that measures photosynthesis LI-6400XT [51]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

Figure 3: Available commercial chambers by Li-COR LI-8100A Automated  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

Figure 4:The eight  types of greenhouse configurations [53] . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

Figure 5: The occurring flow pattern around a cylindrical chamber [65]. What affects mainly 

the measurement is the horseshoe vortex, arch vortex. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

Figure 6:  A summary of the 6 cases of external flows occurring around a cylinder 

represented in relation to the Reynolds number for flow characterization [70]. 

 

 

 

 

 

 

 

 

 

 



 

 

 

Figure 7: Probability distribution of annual wind speeds example. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

Figure 8: The  box shaped chamber with the horseshoe vortex at prism-wall junction, this 

vortex which mainly disturbs concentration measurements in the chamber  [74]. 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

Figure 9: A small in height static chamber. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 
Figure 10: LI‑8100A Automated Soil CO2 Flux System and soil chambers provided by 

LICOR [79] . 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

Figure 11:  A chamber with no internal obstacles except the tree branches. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


