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Abstract: More and more cores are integrated onto a single chip to improve the performance and
reduce the power consumption of CPU without the increased frequency. The cores are connected by
lines and organized as a network, which is called network on chip (NOC) as the promising paradigm
of the processor design. However, it is still a challenge to enhance performance with lower power
consumption. The core issue is how to schedule the tasks to the different cores to take full
advantages of the on-chip network. In this paper, we proposed a novel scheduling algorithm with
power-aware optimization for NOC. The traffic of the tasks will be analyzed. The tasks of the same
program with high communication with the others will be mapped to the on-chip network as
neighborhoods. And then the tasks of different programs are mapped to the cores step by step. The
mapping of the tasks and the cores is computed at run-time dynamically and implement the online
scheduling. The experimental results showed that this proposed algorithm can reduce the power
consumption in communication with the performance enhanced.
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1. Introduction

With the development of semiconductor technology, more and more transistors can be
integrated onto a single chip. However, it also has a big problem to increase the frequency of the
single processor core for the faster growth of power-consuming[1]. The hardware manufacturers
have begun to focus on the development of on-chip systems with more than one core. More
processor cores are integrated onto the CPU, which is called Chip MultiProcessor (CMP). The
multiple processor cores enhance the performance of the system without increasing the frequency
of CPU. Bus-based communication is the traditional architecture to connect the on-chip devices,
which is faster but needs more on-chip size. If more cores have the communication requirements,
the bus itself will be the bottleneck of the CPU performance both in power-consuming and the
transmission speed. It results in system performance degradation. Network on chip (NOC) is
proposed as the promising diagram to solve this problem[2-4]. Typical NOC has an on-chip network
to connect the processor cores, the processing units, memory blocks or the other on-chip devices[5].
The processor cores on NOC are distributed on the chip via the lines not the traditional buses[6-7].
The on-chip network makes NOC more scalable in communication. On-chip cores can communicate
with each other through the network via on-chip routers for high efficiency. The design of NOC is
communication-centric, not computation-centric[8]. When more and more processor cores are
integrated onto a single chip, the communication will be more important than the computation.

The applications are divided into a plurality of parts in the system for running simultaneously
on the multiple cores in NOC. The tasks from the partitioning is very important to improve the efficiency for the multi-core processors. They have to communicate with each other according to their relationship to complete the target of the applications. The different applications have different traffic characteristics, which are the necessary requirements for NOC. When the traffic is heavy, the long latency from ends to ends will affect the system performance seriously and the power consumed by such traffic will be the main portion of the system power consumption[9]. When there are many tasks, the on-chip distribution of these tasks has great impact on the performance and power consumption. It plays an important role in performance enhancing and power saving to schedule the tasks to the cores for less traffic. In this paper, a novel online scheduling approach is proposed to provide the task scheduling with high efficiency for NOC. The communication between the tasks are analyzed. And the scheduling algorithm re-maps the tasks according to the analysis results.

This paper is organized as the follows. Section 2 describes the related works. Section 3 describes the system model of NOC. Section 4 presents the design of the algorithm. The experiments and results are described and discussed in Section 5. And at last, we give the conclusions and future work in Section 6.

2. Related Work

NOC has new hardware structure and it has caused the changes in the communication patterns. The communication is distributed on the network according to the requirements from the tasks. The structures of NOC itself are optimized to provide better support from the infrastructure of the on-chip network[10-13]. Compared with the traditional bus structures, the communication on lines will consume more time. The delay on lines may be the bottleneck of the performance. How to map the tasks to the cores is one of the key paths to solve the above problem. There are existing works on this problem to provide better solutions. The mapping algorithms are proposed first including the heuristic mapping algorithm[14], genetic algorithm based approaches[15], the algorithms with QoS[16] and Mesh oriented multi-target algorithms[17]. In such algorithms, the mapping process is determined before the operation of the system. It is an advantage that the mapping can be optimized and has good performance. However, such mapping cannot be adjusted according to the specific situations at run-time. As the changes occur, the mappings have to be re-computed. This is a very frustrating and time-consuming process.

Online scheduling is also an important research area. Run-time mapping is similar to the scheduling in traditional operating system. The tasks will be mapped dynamically according to the run-time environments. [18] focused on the resource allocation and thread immigration at run-time from the network characteristics of NOC. [19] proposed task predication and allocation based on the common task sequence constructed through the user habits as the reference impact. [20] assumed the cores had different power consumption level. And it proposed that the power consumption could be reduced by allocating tasks to the cores with lower power-consuming as much as possible. Scenario based mapping was provided in [21]. The scenarios were taken as state machine and the scenario transitions were the task scheduling. Common tasks were separated from the tasks in operating system in [22]. They were mapped to different cores independently to reduce the interferences of such tasks. DVS/DVFS was also used in task scheduling for power saving[23-25]. In such approaches, the frequency or voltage of the cores might be adjusted according to the run-time analysis. The frequency or voltage scaled down could reduce the power consumption of the
whole system.

The tasks running on NOC have the communication requirements to achieve the target. The scheduling of the tasks on the network determines the traffic density. The related works shows that the scheduling algorithm was important for the performance of NOC. Optimized scheduling algorithm can also reduce the power consumption. In this paper, a dynamic online scheduling algorithm is proposed. It relies on the analysis of the traffic in the on-chip network at run-time. This algorithm can reduce the power consumption of NOC and have good impact on the performance.

3. System Model

NOC has new features and different designs. In this section, the system model is introduced including the on-chip network topology, the routing policy, task model and the energy model. They are the basis of the scheduling algorithm.

3.1 On-Chip Network Topology

NOC is a novel design diagram of system on chip (SOC), which has many advantages over bus-based communication. The on-chip network connects the on-chip devices and provides better performance. Various network topologies have been proposed for NOC architecture such as Ring, Mesh and Torus[26]. Mesh is the typical mainstream choice of NOC design. The mesh-based NOC architecture is shown in Fig.1.

Mesh has similar structure to matrix. The wires are used to connect the tiles as shown in Fig. 1 (a). Tiles are the nodes of the on-chip network. Each tile has the following components including routers, input/output interfaces, processor cores and on-chip memory(cache/SPM) as shown in Fig. 1 (b) as shown in Fig. 1 (a). The routers and input/output interfaces are responsible for the data forwarding and the communication between the cores. The tile may have non-conventional process core. There are probably processing elements (PE) for special purposes in tiles. Cache/SPM is local memory for the cores or PEs.

![Fig. 1 Mesh Based Network on Chip](image-url)
Routing policy provides the mechanism to determine the paths from source nodes to destinations. A routing algorithm is designed to improve the performance of on-chip communication and solve the problems such as deadlock and congestions. The routing algorithms can be classified into two types including deterministic routing and adaptive routing [8]. If a deterministic routing algorithm is used, the traversal paths are determined of all packets transmitted from the source node to destination node in the network. Adaptive routing chooses the routing direction according to the run-time environments dynamically. Such adaptive routing has strict requirements on router design which causes the complex router design.

X-Y routing is deterministic routing algorithm for mesh-based NOC[27]. In X-Y routing, the mesh structure is marked as X direction and Y direction. The routing is first along the X direction to forward the packets and then the Y direction as shown in Fig. 2. For a given destination, X-Y routing can reach it without deadlock. It has high simplicity and is easy to implement. In this paper, X-Y routing is chosen as the on-chip routing algorithm for the least impact by routing algorithm itself.

Switching mode is important for data transferring on NOC. Wormhole switching is packet based switching mode and it is one of the primary switching mechanisms currently [29]. The packets are split into several small segments called flits. These flits are transferred through the network. If there are enough buffers for one flit, this flit can be buffered and forwarded by the router. Such method has reduced the network latency and saved the buffer. If the flits are blocked, the following flits can be forwarded by the other routers, which enhances the throughput of the network. In this paper, the wormhole switching is adopted as the switching mode. The disadvantage of wormhole routing is the latency may increase significantly when the traffic is heavy. Such situations are rare according to our setup and have few impact on the achievements.

3.3 Task Model

Application Control Graph (ACG) is used to present an application program, which is similar to the offline analysis in [16]. A typical ACG is shown in Fig. 3. An application program can be presented as G(V, R), in which V is the vertices set and R is the directed edge set between the vertices. Each Vi represents a task in program G. The tasks of G cannot be partitioned into smaller units. Each Ri represents the connection between Vi and Vj. F(Rij), which is the number of flits between Vi and Vj, is the weight for the traffic between the two tasks. CETA method[30] is used to
obtain the ACG of an application program and SIMICS[31] is used as the platform to obtain the real-time traffic of the tasks inside the program.

For all of the application programs in the system, there is a program set \( A = \{ A_0, A_1, A_2, \ldots, A_m \} \). Each \( A_i \) has different \( \text{Num}(A_i) \) tasks. The system task model is represented as \( T = \{ T_0, T_1, T_2, \ldots, T_n \} \), where \( \text{Num}(T) = \sum_{i=0}^{n} \text{Num}(A_i) \). \( T \) is naturally partitioned into different sub task sets according to each \( A_i \) in set \( A \).

### 3.4 Energy Model

NOC has many processor cores or processing units on chip. And the tasks communication with each other through the on-chip lines. Cores/Pes have computation tasks and consume the energy. Such energy consumed is computation energy. When the flits are transferred via lines and forwarded by routers, they also consume energy. Such energy consumed is communication energy. This paper focuses on the communication energy.

All of the flit transferred in NOC consists of many digital bits, which is the basic unit transferred. Bit energy is defined as the energy consumed by one bit transferred in the network. For a given program, \( E_b(R_{ij}) \) is the energy consumed by one bit in communication of task \( T_i \) and \( T_j \):

\[
E_b(R_{ij}) = E_{Rb}(R_{ij}) + E_{Lb}(R_{ij})
\]  

(1)

\( E_{Rb} \) is the energy consumed by the routers and \( E_{Lb} \) is the energy consumed by the lines for one bit. The basic topology of on-chip network is represented as a coordinate system as shown in Fig. 4 to obtain the detail of energy consumed. Each tile has its corresponding coordinates to represent its position. For example, the tile with core \( C_1 \) is represented as \( C_1(1,0) \). For a given tile with core \( C_i \), its coordinate is \( C_i(X, Y) \). \( X_{C_i} \) and \( Y_{C_i} \) are horizontal coordinate and longitudinal coordinate respectively.

![Fig. 4 On-Chip Network with Coordinates](image)
And then Manhattan Distance is used to measure the distance of the cores/PEs:

\[ D_{ij} = |(X_{Cj} - X_{Ci}) + (Y_{Cj} - Y_{Ci})| \]  

(2)

\( D \) is the Manhattan Distance between two cores/PEs. \( E_{\text{link}} \) is the energy consumed by one bit on one unit of Manhattan distance. \( E_{\text{Router}} \) is the energy consumed by one bit in a single router. Thus \( E_{\text{Rs}}(R_{ij}) \) can be obtained as follows:

\[ E_{\text{Rs}}(R_{ij}) = (D(C_{ij}) + 1) * E_{\text{Router}} \]  

(3)

\( E_{\text{Lb}}(R_{ij}) \) is:

\[ E_{\text{Lb}}(R_{ij}) = D(C_{ij}) * E_{\text{Link}} \]  

(4)

According to (1), the total energy consumed by one bit is:

\[ E_b(R_{ij}) = (D(C_{ij}) + 1) * E_{\text{Router}} + D(C_{ij}) * E_{\text{Link}} \]  

(5)

Num(flit) is the number of data bits in one file. For one application program \( A_k \), its total energy consumed \( E(A_k) \) is:

\[ E(A_k) = \sum_{R_{ij} \in G} F(R_{ij}) * \text{Num(flit)} * ((D(C_{ij}) + 1) * E_{\text{Router}} + D(C_{ij}) * E_{\text{Link}}) \]  

(6)

Set \( A = \{A_0, A_1, A_2, \ldots, A_m\} \) has all of the active programs of the system, during the given time slot \( S(0, t) \). And then the total energy consumed by the system is:

\[ E_A = \sum_{i=0}^{m} E(A_i) \]  

(7)

(6) and (7) shows that the following factors have impacts on the total energy including the number of flits, the Manhattan distance, the energy consumed by router and line. The number of flits is determined by the communication requirements and the retransmission mechanism. The energy consumed by router and line is assumed as constants in this paper. Thus how to reduce the distance of the tasks is the main focus.

4. Algorithm Design

In this section, the details of the scheduling algorithm are discussed. Firstly, the algorithm for a single program is presented, which maps tasks of the same program to the computational units on chip. And then the optimized algorithm for multiple programs is described. At last the online scheduling is discussed.

4.1 Algorithm Design for Single Program

The application program has more than one task partitioned in current system. The multiple tasks can provide higher parallelism on NOC than traditional single-core chip. These tasks should also be assigned to the cores on chip for the performance. One of the simplest scheduling algorithm for single program is X-Y first fit mapping (XYFF) for the program \( A_k \), which is similar to the X-Y routing. When there is a task unmapped, this algorithm looks for an idle core in X direction first and then in Y direction if there is no suitable core in X direction. The mapping starts at \( C_0(0, 0) \). This algorithm is simple and easy to implement. However the disadvantage is also obvious for the larger amount of communication.

As an optimization, the tasks can be mapped to the nearest cores according to their Manhattan distance. This is the nearest fit mapping (NF). There is no determined direction in this algorithm. The first task is still mapped to \( C_0(0, 0) \). The next task will be mapped to the core with the smallest Manhattan distance with \( C_0(0, 0) \). The following tasks are mapped to the cores with the smallest Manhattan distance with the previous mapped core. This algorithm will map the tasks to the cores as a cluster. It can reduce the traffic by shortening the total Manhattan distance. However, NF still has its disadvantage. The mapping in NF can achieve the optimization in the nearest two tasks for
each mapping. But it cannot map the tasks to reduce the total communication energy.

The total Manhattan distance should be reduced further. Energy saving mapping (ES) aims to achieve this target. The tasks with the heaviest traffic should be mapped nearly according to the analysis in energy model. The traffic of a task can be obtained as the follows:

\[
Traffic(T_i) = \sum_{R_{ij} \in A_k} F(R_{ij})
\]

(8)

The task with heaviest traffic is mapped first to \(C_0(0, 0)\). The next task to be mapped is the task with heavy traffic with the previous being mapped task on \(C_0(0, 0)\) and this task is mapped to the core with smallest Manhattan distance to \(C_0(0, 0)\). The candidate cores are \(C_1(0, 1)\) and \(C_3(1, 0)\). After mapping, the following tasks are mapped according to the same method until all the tasks are mapped to the cores. However, \(C_0(0, 0)\) is not the best start point. If the task with heaviest traffic communicates with more than two tasks, the Manhattan Distance of the extra tasks and start task increases according to the mapping mechanism. The improvement can be got through the following method. Assuming \(Num(A_k)\) is the number of tasks in \(A_k\), the center of a region which has \(Num(A_k)\) cores is found to use as the start point of the mapping.

Fig. 5 shows an example for the above algorithms by using the tasks of \(A_0\) shown in Fig. 3. XYFF, NF and ES mapping have maximum hops for three, three and two respectively. The average hops of the three algorithms are 1.67, 1.67 and 1.33. The total energy consumed by the three algorithms is shown in the following.

\[
E_{XYFF} = 175Num(flit) \ast E_{Router} + 110Num(flit) \ast E_{Link}
\]

\[
E_{NF} = 155Num(flit) \ast E_{Router} + 90Num(flit) \ast E_{Link}
\]

\[
E_{ES} = 150Num(flit) \ast E_{Router} + 85Num(flit) \ast E_{Link}
\]

Though the maximum hops and average hops of NF are same to XYFF, the shortened Manhattan Distance reduces the energy consumed. ES has the best performance. It has reduced the maximum hops and average hops. This makes ES be able to enhance the communication efficiency. And ES has consumed fewer energy according the above computation.
4.2 Algorithm Design for Multiple Programs

When there are more programs in the system, more tasks should be mapped to the network. As the analysis in Section 4.1, ES will gather the tasks of the same program as a cluster. ES can be used as the basis for the scheduling of multiple tasks. As mentioned in Section 3.3, the task set \( T = \{T_0, T_1, T_2, \ldots, T_n\} \), where \( n = \sum_{i=0}^{m} \text{Num}(A_i) \). Each \( A_i \) has corresponding tasks and constructs a natural task set partition as represented as \( T(A_i) \).

For on-chip network \( N \), it is presented as \( N (C, P) \). \( C \) is the set of processor core and \( C = \{C_0, C_1, C_2, \ldots, C_p\} \). \( \text{Num}(C) \) is the number of all the cores in \( C \). \( P \) is the set of paths \( P_{ij} \), in which \( P_{ij} \) represents one path from the processor core \( C_i \) to the processor core \( C_j \).

\[
s = |C_i \rightarrow C_j|
\]

(9)

\( s \) means that the number of routers on NOC from the processor core \( C_i \) to the processor core \( C_j \).

\( h(C_i) \) represents the number of the processor cores in all directions which are directly connected to the processor core \( C_i \); \( C(C_i) \) represents the set of the processor cores which are directly connected to the processor core \( C_i \).

The partitioning of the on-chip network is based on the number of the programs. If \( \text{Num}(C) \geq \sum_{i=0}^{m} \text{Num}(A_i) \), it means all of the tasks in set \( T \) can be assigned to the network. The partitioning can start at once. If \( \text{Num}(C) < \sum_{i=0}^{m} \text{Num}(A_i) \), it means there are not enough cores for all of the tasks. Before the partitioning, some tasks should be removed from the task set \( T' \) to be scheduled. First, all of the tasks after \( T_p \) in \( T \) is removed from the task set \( T' \). Second, the program \( A_k \) is found, which contains task \( T_p \). And then \( A_k \) is checked to find out whether task \( T_p \) is the last task in \( A_k \). If it is, can be assigned to the network. Otherwise, all the tasks in \( A_k \) are removed from the task set \( T' \). And \( A_{k+1} \) will be checked. If \( \text{Num}(A_k+1) < |\text{Num}(C) - \text{Num}(T')| \), the tasks in \( A_{k+1} \) is moved to \( T' \). Otherwise the next program will be checked until all of the programs are checked. If \( \forall A_i \notin T', \text{Num}(A_i) < |\text{Num}(C) - \text{Num}(T')| \), \( T' \) is stable for the scheduling. For the simplicity of the algorithm description, it is assumed \( \text{Num}(C) \geq \sum_{i=0}^{m} \text{Num}(A_i) \).

The enhanced ES algorithm for multiple programs (MES) is designed to map the tasks in \( T' \) to the cores in \( C \). Our method is using ES described in Section 4.1 for all the tasks. Each \( A_i \) is mapped to the cores via ES algorithm. When the tasks in \( A_0 \) is mapped, the on-chip network will be a non-standard mesh based network. \( C(C_i) \) is modified for the mapped cores. The corresponding cores are removed from the direct connection sets. Thus the mapped cores will not be mapped again. Such method can improve the map of the tasks according to the traffic analysis of the tasks in each \( A_i \).

The on-chip network is partitioned into different regions as a region set \( D = \{D_0, D_1, D_2, \ldots, D_s\} \). \( \text{Num}(D) \) is the number of regions. \( \text{Num}(D_i) \) is the number of cores in region \( D_i \). The partitioned regions are satisfied to the following two conditions:

\[
\sum_{i=0}^{s} \text{Num}(D_i) \geq \text{Num}(T')
\]

(10)

\[
\text{Num}(D_i) = \text{Num}(A_i), \forall A_i \subseteq T'
\]

(11)

Fig. 6 shows an example for MES algorithm by using the tasks of \( A_0 \) and \( A_1 \) shown in Fig. 3. The tasks in \( A_0 \) is mapped firstly. \( T_2 \) has the heaviest traffic and it is mapped first. The other three tasks are mapped in order. The mapping result of \( A_0 \) is shown in Fig. 6(a). The tasks in \( A_1 \) is mapped to the cores next. \( T_4 \) has the heaviest traffic and it is mapped first. And then the other two tasks are mapped too. The result of the mapping is shown in Fig. 6(b).
The mapping can be finished from another point of view. The on-chip network is partitioned into different regions. Each $A_i$ is mapped to the corresponding region $D_i$. Each region $D_i$ has a task set $A_i$. The tasks from the same $A_i$ will be mapped by using ES algorithm. This method (called ESR) is simple and easy to implement. All the tasks can be mapped to some core in $C$. The difference between ES and ESR is that more cores may be unmapped ones in ES and ESR has the possibility to contain more tasks. For example, if there are only $A_0$ and $A_1$ in $A$ as shown in Fig. 3, ES and ESR have the same mapping results. However, if there is another $A_2$ which has two tasks $T_7$ and $T_8$, these extra tasks can be mapped to the cores using ESR. But the separate two cores in ES as shown in Fig. 7(a) are isolated from each other and they cannot be allocated. When ES is used to schedule the tasks, the energy saving is the first factor. ES can be seen as energy saving first algorithm. On the contrary, how to map all of the tasks is the first factor. Thus ESR can be seen as the task mapping first algorithm.

4.3 Online Scheduling

The scheduling described above is based on the traffic on chip known in advance. However, the exact communication overhead can only be obtained at run-time in a system. Though the traffic on chip can be profiled through the static analysis, the profiling information cannot guarantee the correct and the offline scheduling has no scalability when there are more available resources. The online scheduling is based on the profiling of the tasks at run-time. The tasks in the same region will be re-mapped if major changes occurred in the distribution of traffic. The online scheduling (OES) is shown in Fig. 8.
The traffic of the tasks is analyzed through the static profiling. This is the starting point of the scheduling. The tasks are mapped to the cores according to the ES method first. The on-chip network is partitioned into different regions. Each region has some tasks. The profiling information is collected at run-time. The traffic distribution is analyzed through CETA analysis. If major changes occur inside a region, the task in this region will be re-mapped according to ES.

For the given task set $A_0$, the traffic at time $T_{im_0}$ is shown in Fig. 9 (a). Task $t_2$ is the center of the traffic and mapped first at time $T_{im_0}$. The mapping result is shown in Fig. 9 (c). The traffic at time $T_{im_1}$ is shown in Fig. 9 (b). The traffic distribution has changed after execution from $T_{im_0}$ to $T_{im_1}$. Now task $t_0$ is the center of the traffic and this task becomes the starting point of the re-mapping. And then all the tasks in the same region are re-mapped according to ES method. The re-mapping result is shown in Fig. 9 (d). $E_{ES}$ and $E'_{ES}$ are the energy consumed without re-mapping and after re-mapping as shown in the follows:

$$E_{ES} = 265Num(flit) \times E_{Router} + 150Num(flit) \times E_{Link}$$

$$E'_{ES} = 250Num(flit) \times E_{Router} + 135Num(flit) \times E_{Link}$$
Online scheduling has reduced the energy consumption for the mapping of $A_0$ as shown above for the re-mapping cuts down the hops of the total communication. The reduced hops can also improve the performance of the systems.

5. Experimental Results and Analysis

5.1 Experiment Setup

The proposed algorithm has been tested based on the simulation. SIMICS is used to obtain the traffic of the tasks. They are used as the injection data to the on-chip network. The settings of SIMICS is shown in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU Number</td>
<td>16</td>
</tr>
<tr>
<td>Freq_mhz</td>
<td>60</td>
</tr>
<tr>
<td>Cache Size</td>
<td>32KB</td>
</tr>
<tr>
<td>Disk Size</td>
<td>4 GB</td>
</tr>
<tr>
<td>Memory Size</td>
<td>512 MB</td>
</tr>
<tr>
<td>Operating System</td>
<td>Linux 2.6.20</td>
</tr>
</tbody>
</table>

Noxim[33] is used as the basic NOC simulator. This platform provides the communication status on chip, the profiling information of the system performance and the energy consumed. The settings of Noxim is shown in Table 2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>-mesh_dim_x</td>
<td>4 nodes</td>
</tr>
<tr>
<td>-mesh_dim_y</td>
<td>4 nodes</td>
</tr>
<tr>
<td>-buffer_depth</td>
<td>4</td>
</tr>
<tr>
<td>-max_packet_size</td>
<td>10 flits</td>
</tr>
<tr>
<td>-routing_algorithm</td>
<td>X-Y routing</td>
</tr>
<tr>
<td>-stats_warm_up_time</td>
<td>1000 cycles</td>
</tr>
</tbody>
</table>

The benchmarks are the following programs including Barnes, FFM_3, MPGdec, MPGenC, ocean_contiguous_partitions(Ocean), and Water_spatial(Waters). The traffic of these programs is obtained using CETA. The original cycles of the program are too large for the analysis and ECycle is used to record the cycles. One ECycle equals to 10000 original cycles. The basic parameters of these programs are shown in Table 3.

<table>
<thead>
<tr>
<th>Program</th>
<th>Task Number</th>
<th>ECycles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barnes</td>
<td>10</td>
<td>181</td>
</tr>
<tr>
<td>FFM</td>
<td>5</td>
<td>18</td>
</tr>
<tr>
<td>MPGdec</td>
<td>16</td>
<td>23</td>
</tr>
<tr>
<td>MPGenC</td>
<td>6</td>
<td>46</td>
</tr>
<tr>
<td>Ocean</td>
<td>6</td>
<td>137</td>
</tr>
<tr>
<td>Waters</td>
<td>9</td>
<td>63</td>
</tr>
</tbody>
</table>

Noxim is used to simulate the on-chip network. The computation of the tasks cannot be simulated for the cores cannot be simulated in Noxim. The communication overhead of the task migration is taken into account. ES algorithm has low complexity with $O(\text{Num}(C) \times$
LogNum(C) + Num(T) * LogNum(T)). The time cost of task migration does not need to be considered as the main impact.

5.2 Results and Analysis

XYFF, NF, ES and OES are implemented and used in the experiments. Each program has different run-time features including the run-time traffic. The experimental results are normalized for the analysis with XYFF as the baseline.

Fig. 10 shows the average traffic on chip by counting the flits flowing through the routers. ES and OES can reduce the amount of flits transmitted through the on-chip network. The tasks of each program are gathered in one region according to their communication relationship. The tasks with intensive communication are mapped as neighbors as much as possible. The flits will pass through fewer routers and this can reduce the total amount of on-chip traffic. The proposed algorithm can reduce 57% (ES) and 64% (OES) of the total flits. This is the basis of the optimization for the energy saving and performance improvement.

![Average Traffic (Flits)](image_url)

Fig. 10 Average Traffic
The energy consumption is shown in Fig. 11. As shown in (6) and (7), the reduced traffic can save more energy. The total energy consumption is basically consistent with the average traffic. As Fig. 11 shows, OES cannot provide significant improvement by OES compared with ES. The possible reason is that MPGenc and Ocean has small number of tasks and these tasks have the balanced communication. The re-mapping by EOS cannot reduce more transmitted flits. And it results in the very limited improvement in energy consumption.

OES can re-map the tasks according to the profiling information at run-time. It provides more flexibility for the system as online scheduling. However, online scheduling needs to gather the information and re-map the tasks. Such operations will bring some extra loss for the system. The overhead of OES is shown in Fig. 12. The maximum overhead is 2.4% and the average overhead is 1.67%. The overhead is acceptable.

Fig. 11 Total Energy Consumption

Fig. 12 Overhead of OES

Fig. 13 and Fig. 14 show the maximum latency and average latency of different algorithms respectively. The maximum latency may not be reduced according to Fig. 13. The reduced total flits
do not mean that the maximum latency will be reduced. ES and OES may map the tasks without intensive communication to the cores with long Manhattan Distance. The efficiency of tasks with intensive communication is guaranteed first. Thus such tasks can communicate with each other with fewer hops in ES and OES. The average latency is reduced about 22% and 29% in ES and OES respectively as shown in Fig. 14.

Fig. 13 Maximum Latency

Fig. 14 Average Latency
According to the experimental results, OES is the best optimization algorithm for online scheduling for NOC based many-core system. This algorithm can schedule the tasks without obtaining the traffic in advance. Though there is also some overhead, OES can improve the performance and reduce the power consumption.

6. Conclusions and Future Work

More transistors are integrated onto a single die for the advances in semiconductor technology. NOC is proposed as a promising diagram to break through the bottleneck of on-chip communication. The processor cores are connected by lines and organized as an on-chip network. The network traffic brings a new challenge to NOC in both the performance and the energy consumption. The communication characteristics of the different programs have great impact on the on-chip network. The key issue is how to map the tasks of the programs to the network. In this article, an optimized scheduling algorithm is proposed for NOC-based many-core system. The basic idea is that communication is the center of NOC architecture. An energy saving scheduling algorithm is proposed first to map the tasks to the cores according to the communication-intensive by using static analysis of the on-chip traffic. And then this algorithm is extended to online one based on the profiling information obtained at run-time. It re-maps the tasks for better performance and energy saving. The experimental results show that online analysis and remapping can save 29% energy in average with reduced latency compared with the off-line analysis.

More work needs to be done in the future. The algorithm proposed in this paper does not take the migration cost as account. When there are more tasks in the system, the migration may occur frequent. The cost will increase. Secondly, the global re-mapping should be taken as a design factor for the further improvement. And at last, this algorithm should be extended for the heterogeneous NoC.
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