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ABSTRACT

This thesis describes in details the experimental and numerical investigations conducted to

determine the filling and flow behaviour inside dynamic operating piston cooling galleries.

An experimental test rig was built to replicate the reciprocating motion of internal combus-

tion engine pistons to allow for varying engine speed, stroke length, oil flow rate and piston

size. Two transparent models were produced, representing cooling galleries for small sized

engine pistons found in passenger vehicles and large sized engine pistons found in heavy

goods vehicles and earth moving equipment. High speed image processing was undertake

to capture the flow behaviour inside the galleries during the piston cycle. An oil mixture

was used to replicate the properties of engine oil at engine operating conditions. The flow

inside the gallery was recorded from various view positions to capture the flow throughout the

gallery. The flow domains representing the investigated gallery shapes were generated and

computational fluid dynamic (CFD) studies of the two-phase flow behaviour were performed.

The studies of gallery filling and in-gallery flow behaviour were undertaken for the same

parametric conditions as defined in the experiments. The flow behaviour and filling of both

studies, experimental and numerical, are compared and discussed.

The results of the experimental and numerical studies compared well in terms of the

identified directions of the main bulk oil flow within the small and large gallery and for the

investigated crank speed and flow rate conditions. Both galleries showed that the flow in

the gallery from inlet to outlet was mainly driven by the oil jet entering the gallery. The

continuous entering jet forced a flow of the oil into the gallery branches. Strong turbulence

in the direct vicinity of the inlet occurred as air and oil mixing was significant. It was found

that the size of the turbulence region depended on the flow rate and engine speed, as well as

the direction of movement of the gallery. It also sustained the presence of a large amount

of medium-sized air bubbles due to mixing effects. Although the CFD did not predict the

fine detail of the turbulent mixing, it did capture the underlying main flow characteristics,



including short circuiting at the inlet. In the mid-gallery section the formation of large air

bubbles took place, which could span across the gallery height. The flow behaviour was still

driven by the inflow, but also controlled by the gallery cross-sectional shape. At the gallery

outlet the flow was predominantly inertia driven as a result of the gallery movement with the

oil exiting mainly during the upward stroke, allowing formation of large air bubbles.

Distinctly different flows were encountered within the large and small gallery. The large

gallery volume showed more unstructured or chaotic flow behaviour, especially in the mid-

gallery section, as a result of the complex cross-sectional shape. In the small gallery volume

the bulk flow was more controlled and wall-guided due to the limited space and regular

cross-sectional shape. It was also found that the overall gallery filling for both galleries varied

only by approximately 2% during the crank cycle. In contrast the variation of gallery section

fillings of up to 30% and 50% for the large and small gallery respectively were determined,

highlighting the effects of air movement within the galleries.

The experimental results showed that an increase in flow rate, reflected by an increase in

jet exit velocity, led to strong air entrainment of micro-scale bubbles into the oil clearly visible

inside the gallery, while an increase in engine speed led to significantly lower formation of

micro-scale air bubbles in the gallery. In contrast the CFD struggled to capture such fine

details, unless the mesh density reached a very fine level, resulting in unsustainably long

simulation times.
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CHAPTER 1 INTRODUCTION

1.1 Background and scope of the project

The main power source for the majority of current transportation vehicles is still the internal

combustion engine (ICE), despite the engine still reflecting the design mainly developed a

century ago. While electric vehicles are emerging, energy storage is still one of the major

obstacles for this technology to be a replacement for new vehicles in the mass market. Hybrid

vehicles are seen as an alternative in the meantime and have recently seen increasing popularity.

These, however, are still employing the same internal combustion engines as power source, as

found in conventional vehicles.

Much research has been conducted on internal combustion engines and together with

advances in manufacturing, materials and control this has led to significant performance

improvements and reductions of emissions and energy consumption. Although the main

driver may be found in legislation, via introduction of tighter emission laws and energy

consumption taxing, customers also have a strong input by demanding vehicles with reduced

fuel consumption in times of increasing energy prices.

Internal combustion engines may be classified in many ways. In terms of combustion

initiation and progression two fundamentally different types can be identified. The spark

ignition (SI) engines, also referred to as petrol engines, use a controlled spark to initiate

combustion of a pre-mixed mixture of air and fuel. On the contrary, compression ignition (CI)

engines, also referred to as diesel engines, use a high compression pressure and temperature

inside the engine cylinder to trigger combustion of a fuel injected into air. While both types

share the majority of the principal internal components, the design of these does differ quite

significantly. This is especially so with regards to the piston.

The perception of customers with regards to diesel engine powered vehicles has shifted

over the last 30 years. New car registrations in the European Union in the last decade show
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Chapter 1. Introduction

that the majority of cars were equipped with a diesel engine (ACEA, 2015), as shown in

Figure 1.1. One reason can be found in the higher specific torque output, in comparison to the

Fig. 1.1 Share of diesel in new car registrations in Western Europe 1990 - 2014

(ACEA, 2015)

petrol engines (SI). A closer inspection also reveals that diesel engines are preferred for high

annual mileage. Although the litre price of diesel in the UK is almost on par with the price of

petrol, the lower fuel consumption together with financial considerations (tax) can provide

lower overall annual costs for diesel engine power vehicles.

Many tests and experiments were conducted to further improve engines performance.

This can be achieved through the increase in cylinder pressure and applies for CI as well

as SI engines. The pressure can be raised in many ways, but always leads to an increase in

the gas temperature inside the engine cylinder. The increase in pressure and temperature

also increases component stresses, especially on the internal dynamic components of the

engine, such as crankshafts, connecting rods and pistons. The latter is one of the most stressed

components of the engine, being exposed to thermal, dynamic and inertia loads, all occurring

at the same time.

The steady increase in engine performance has led to the requirement of active piston

cooling to guarantee the reliability of the engine over its lifetime. This is achieved through

the introduction of an internal open cooling gallery into the piston top and a fixed oil nozzle

in the crank case. A constant free stream of oil from the nozzle is delivered to the piston
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cooling gallery. Heat is removed from the critical and hottest zones at the piston top generally

by transfer to the oil inside the piston gallery, but also by so-called shaker cooling, where the

heat passes through the piston by transferring it from the piston top to the bottom via the oil

inside the gallery. Whatever the cooling techniques, the underlying aim is always to keep

temperatures below the critical material strength limiting temperature.

Internal piston cooling is predominantly found on diesel engines, as the majority of these

are turbocharged for high specific power outputs, while the application to petrol engines is

limited to few applications, but very comparable.

While the piston temperature is an issue, there are also implications for the overall engine

performance. Pumping oil through the piston cooling gallery increases indirectly the fuel

consumption, as higher oil pump flow rates mean more power taken off the crankshaft output,

reducing overall performance. A compromise needs to be found to deliver the correct amount

of oil to the gallery to obtain optimum filling, but at lowest oil pump flow rates. The term

’optimum filling’ should be taken very broadly, as detailed information about the actual filling

of cooling galleries is hardly available.

Nowadays simulation tools play a vital role in the development and optimisation of engines.

Mechanical and thermal system behaviour, processes of combustion, emissions formation and

reduction, and the control of these processes can be analysed before any physical component

is built. While alterations to designs and processes can be investigated fast with simulations,

the limitations are always found in the reliability of the outcomes. Validation of simulation

results is always necessary, but is also expensive and difficult to obtain, especially for highly

dynamic engine components.

Analytical and numerical investigations are conducted on pistons to assess thermal engine

performance and include the processes at the boundary of the cooling gallery. Thereby

the conditions inside the gallery are either estimated or guessed, but strongly influence the

boundary conditions. Although simulation tools are well capable of dealing with the complex

three-dimensional multi-physical problems of the piston, the time, user and hardware demand

is very high. In order to reduce development cost a de-coupling of performance, thermal

and structural analysis may occur. The interaction between different analysis types may be

implemented by simplified static boundary conditions or by semi-empirical models, such as

found for heat transfer between combustion gas and cylinder walls. When assessing simulation

results of cooling channel heat transfer, a comparison to measured temperatures from pistons
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is made. The shortcoming of this method is partially found in the many unknowns affecting

the outcomes. One might describe the process as an iteration process, where the heat transfer

coefficients are adjusted, until the temperatures of experiment and simulation from specified

locations match closely enough. The unknown or non-validated filling of the cooling gallery

imposes high uncertainty, as the mass of oil inside the gallery acts as a heat sink and conductor.

Over- or under-estimation of the filling changes these coefficients and local overheating of

the piston material and oil may result in failure of engine components. Therefore heat transfer

simulations should not be separated from the oil filling simulations to establish reliable

conditions. More detailed knowledge of the conditions and behaviour of cooling oil inside

the cooling gallery can help improve simulations with respect to reduced complexity and time

demand.

1.2 Problem definition and aim

Piston cooling is a crucial requirement for modern diesel engines for safe and continuous

operation. Despite this being acknowledged by engine manufacturers, a quick analysis of

current data available on the subject shows very little information. Although experiments and

numerical simulations are performed for heat transfer analysis, both are completely detached

from each other and direct comparison is mainly performed on little information. This means

that significant estimation work has to be implemented in the investigations of heat transfer,

raising questions about the consistency and accuracy of the results.

While experiments can provide reliable data in terms of piston temperature through

measurement, the behaviour of cooling oil inside the cooling gallery can only be assumed,

but is actually not known. In contrast the simulations are used to optimise heat transfer, but

lacking knowledge of the conditions and behaviour inside the cooling gallery. The validation

of simulation results is hardly found. Correlation between experiment and simulation can

only be performed at best and mainly implemented by “tuning” of boundary conditions, such

as heat transfer coefficients, until a close enough match between experimental and numerical

results exist.

Due to the limitations stated above the aims of this investigation are to determine and

assess the behaviour of cooling oil inside an actual cooling gallery under dynamic conditions,
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and to compare and evaluate the quality of numerical simulations with regards to the actual

behaviour.

The focus of the study will be primarily on cooling galleries for diesel engines pistons.

Internal cooling of petrol engine pistons is limited to few applications only, but the findings

from CI engine cooling galleries can be transferred to SI engines, as the underlying principles

are identical.
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CHAPTER 2 STATE OF TECHNOLOGY AND KNOWLEDGE

This chapter identifies and assesses work publicised related to the field of piston cooling.

Firstly the processes in engines are explained highlighting the path of heat transfer inside the

engine, particular on the piston to set the context. This is followed by an overview of how

piston cooling is implemented and how it can be determined. Parameters are identified and

evaluated with regards to strength of influence. As environmental considerations play an ever

increasing role, the effects of piston cooling and arising issues are evaluated.

2.1 Internal combustion engines

Internal combustion engines are the power source in the majority of all transportation vehicles,

from small two wheeled scooters to large container ships. As mentioned previously, these

can be separated into two specific types with regards to their initiation of combustion, namely

spark ignition (SI) engine and compression ignition (CI) engines. While showing differences

in the combustion process, both engines share the same internal components to generate

torque and power output. The main components are crankshaft, connecting rod (conrod),

piston pin and piston, whereby specific designs apply.

Spark ignition engines use a spark plug to generate a localized high temperature zone

to ignite a trapped pre-mixed air and fuel mixture inside the cylinder. Once combustion is

initiated, the burning process is based on the progression of the flame through the unburned

zone. The combustion releases heat, which in turn raises temperature and subsequent pressure

inside the cylinder. The force generated on the piston is transferred via the conrod to the

crankshaft, creating the torque and power output.

The combustion process inside the compression ignition engine varies in the way that only

pure air is compressed to high temperature and pressure. Liquid fuel is injected into the air

and after a vaporisation and mixing process the combustion is initiated due to self-ignition of
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the newly formed partial mixture. The progression of the combustion is controlled through

the injection of more fuel. Beside the different combustion process, the remaining energy

transfer to heat, pressure and torque is identical to the SI engine.

The understanding of the specific requirements of both engines has led to dedicated engine

component designs to achieve optimum performance output. Besides the different fuelling

systems the most significant differences in SI and CI engine designs are found on the cylinder

head and piston.

The piston is the main part inside the engine that seals the cylinder and converts the

combustion pressure into a force. The combustion process in SI engines allows for pistons

with nearly flat tops. This also allows for a low total height of the piston, making it light

in mass. The CI engine requires a combustion bowl in the top of the piston, accumulating

a large mass at the top and therefore leading to a larger total height of the piston. A direct

comparison of SI and CI piston is shown in Figure 2.1. The diesel engine combustion bowl

Fig. 2.1 Example of pistons for 500 cm3 cylinder size; SI engine (left) and CI engine (right)

at same size scale

shape has a very strong effect on the optimum operation in terms of low emissions and low

fuel consumption. The effect of the shape based on the 13 mode Japanese emission cycle

was investigated by Kajiwara et al. (2003) and is shown in Figure 2.2. An analysis of the

bowl shapes revealed that an increase of the recess of the bowl occurred, meaning that the top

open diameter of bowl was smaller than the diameter below the top surface. This is a location

where potential material failure due to load and temperature can occur, which can lead to

piston failure, as highlighted by Morgan et al. (2013). Figure 2.3 shows a cross-section view

of a typical modern diesel piston, identifying key regions, features and significant dimensions.
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Fig. 2.2 Influence of combustion bowl on emissions over time

(Kajiwara et al., 2003)

Fig. 2.3 Cross-section cut view of diesel piston identifying important design features and view

plane A – A

2.2 Processes in diesel engines

2.2.1 Diesel combustion and in-cylinder temperatures

Since the first introduction of internal combustion engines to vehicles at the beginning of

the 20th century there were continuous improvements of performance and specific power

(Cousins and Bueno, 2007). Until the end of the 1980’s the main fuel delivery to the cylinder

in small sized diesel engines (cylinder volumes of 500 cm3 or less) was by indirect diesel

injection (IDI). Materials and technologies available limited the improvement in specific

power, while total power output could be increased by larger engine sizes. In the 1990’s direct
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injection (DI) was introduced for small diesel engines and a very rapid increase in specific

power occurred (Kamp, 2008; Kolbenschmidt, 2001).

Maassen et al. (2005) indicated that the first generation of direct injection diesel engines

had a specific power of 25 kW/litre. This contrasts today’s engines with specific powers of

75 kW/litre as stated by Kenningley and Morgenstern (2012). This increase has allowed

a reduction of engine size, while maintaining the same power output and reducing fuel

consumption as shown by von Rüden (2004) and was also a main driver in today’s legislation.

While the specific power is suitable for engine comparisons, it is not a direct indicator

for the load on the engine components. During the design process the peak cylinder pressure

need to be considered. Rakopoulos et al. (2002) stated that the peak cylinder pressures of

220 bar to 230 bar may be reached with optimised dynamic injection processes, although not

all of the benefits of the high pressure may be harnessed due to increased friction. Maassen

et al. (2005) also showed that values of up to 220 bar can be achieved for passenger car

engines or Light Duty Vehicle (LDV) with cylinder volumes of around 500 cm3. Values for

peak pressures for the development of heavy goods vehicles (HGV) engines with cylinder

volumes of around 2000 cm3 were given with up to 300 bar by Aoyagi et al. (2006), although

the actual peak pressure in the cylinder may only reach 200 bar. Such values were also given

by Son et al. (2009), highlighting the trend towards higher cylinder pressures.

The pressure inside the cylinder can be linked to the combustion gas temperature. The

gas temperature needs to be considered because of heat transfer to the components, raising

the component temperature and in turn reducing material strength. Numerical analysis by

Chiodi and Bargende (2001) revealed significant differences in local temperatures, whereby

peak temperatures of the burned gas zone were determined with 2800 K and that of the

unburned gas zone with 900 K. Both temperatures were found simultaneously inside the

cylinder volume and numerical investigations can provide such detailed information. Common

experimental technologies, such as thermocouples, lack the possibility to deliver such high

detailed results and only the mean gas temperature may be measured. It was shown to

be sufficient accurate for heat transfer calculations. Kosaka and Arai (2011) determined

flame and mean gas temperature in a medium diesel engine with average values of 1900 K,

and 1250 K respectively. Such high in-cylinder temperatures during combustion were also

determined by Kuzuyama et al. (2012) and Das and Roberts (2013).
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Wenzel (2006) and Chatterjee et al. (2008) found that the combustion temperature can

be linked to the formation of NOx emissions. Emission laws limit the maximum exhaustion

of NOx (and other gases) and avoidance is desired to minimise expensive after treatment

reduction technology. A reduction of combustion temperature would reduce NOx, but for

conventional combustion technologies this would also reduce engine performance. Alternative

combustion processes (Singh and Agarwal, 2012) and alternative fuels (Han et al., 2015) are

in development and show promising results, but are not ready for mass produced engines yet.

Cao et al. (2009), Prasad et al. (2011), Rajamani et al. (2012), Mobasheri and Peng (2013)

and Quazi et al. (2015) showed that the combustion bowl strongly influences the formation of

emissions, especially NOx and particulates. Re-entrant combustions bowls generally showed

a trend to lower NOx and particulates. The bowl rim overhang increases the squish area

between piston top and cylinder head and generates increased air velocities. This supports

faster combustion through improved in-cylinder air movement and minimises potential fuel

jet wall impingement.

2.2.2 Heat transfer to piston

There are two principal mechanisms to transfer heat from the hot combustion gas inside the

cylinder to the piston:

• Heat convection, and

• Heat radiation.

Heat convection occurs when the hot gas generated during combustion sweeps over the surface

of the combustion chamber walls, e.g. piston crown and bowl. Direct measurements of heat

flux inside combustion chambers are difficult to achieve due to the limited access to the walls

of the chamber and cost implications. Therefore the heat flux is usually calculated from

temperature measurements.

Alternatively models were developed to predict and analyse heat transfer independent

of measurements for heat loss estimation. The most commonly used heat transfer model

was developed by Woschni (1970). Although developed in the 1970’s, this model is still

heavily used to determine the heat losses in combustion engines. The model was based on the

heat transfer in a tube under turbulent flow regime and expanded to include engine specific

parameters, such as cylinder pressure, gas temperature and gas velocity. The results were
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validated against calculations made on components and compared well, although it required

adaption to specific engine types (diesel or petrol). The advantage of the model was that

it provided very quick reliable predictions, which allowed the inclusion of the model into

engine process simulations (Ricardo, GT-Power, AVL Boost). The model was improved by

Bargende (1991) with respect to crank-angle based representation of the heat transfer values,

while maintaining the performance. The models of Woschni (1970) and Bargende (1991)

provided good results for heat loss estimations, when only surface averaged heat transfer

was of interest. Although simple and quick to solve, these models did not predict local heat

transfer, e.g. to analyse local component peak temperatures.

Eiglmeier and Merker (2000) developed a model that made use of phenomenological

description of the processes inside the cylinder, employing also separation of the combustion

chamber walls into several surfaces. This allowed not only an analysis of the total heat flux,

but also local variations. The model showed that the region below the piston bowl rim and

the lower piston bowl were areas of highest heat flux due to the close proximity between

burned gas and wall. These predictions were confirmed with measurements by Eiglmeier et al.

(2001).

During the combustion process soot particulates are produced, which have approximately

the temperature of the flame and are of black colour. The formation of soot is undesired, but

cannot be avoided due to the injection process, where locally liquid fuel meets the flame.

Soot concentration reduces during the expansion stroke due to post combustion oxidisation

(Wenzel, 2006) and overall cylinder temperature reduces in combination with the expanding

volume. It is, however, important not to underestimate the heat radiated to components during

the high pressure phase of the engine cycle, as the particulates have a relative high mass

compared to the combustion gas. Heat radiation is taking place between bodies without direct

contact. Musculus (2005) measured peak soot temperatures as high as 2400 K for injection

timing turned to early, conditions present during high power demands from the engine. Zha

et al. (2012) measured values of average soot temperatures as high as 2050 K for crude oil

based diesel fuel and 2100 K for a 20% bio-diesel blend fuel, the latter being of importance as

renewable fuels seeing increased market presence. The mechanical loading from high power

demand and the thermal loading from heat transfer need to be considered in combination for

development.
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As the piston approaches the top dead centre the clearance between piston squish area

and cylinder head reduces, generating an air movement perpendicular to the central cylinder

axis, known as tumble. Fridriksson et al. (2014) showed in a numerical study that not only

the squish-area induced tumble controlled heat transfer, but also in-cylinder swirl, an air

movement around the central cylinder axis. It was found that at full load operating conditions

the total heat flux was approximately 60% higher with low swirl in comparison to no swirl.

The total heat flux was even up to 125% higher with high swirl, although no specific values

of low and high swirl in terms of swirl ratios were given. Swirl is an essential requirement for

an optimum combustion process, but will also lead to high heat transfer into the combustion

chamber components. Surface insulation, acting as heat barrier, can help reducing heat transfer

to the piston top surface. Rupangudi et al. (2014) have shown the benefits of a ceramic coated

piston. Experiments showed reduced fuel consumption, increased overall thermal efficiency

and increased exhaust gas temperature relative to an uncoated piston, indicating reduced heat

loss during combustion.

A numerical approach to determine heat transfer during diesel combustion was proposed

by Eiglmeier and Merker (2000) and Eiglmeier et al. (2001). The model employed a multi

zone approach, incorporating the individual effects of convective and radiation heat transfer

and showed a ratio of 3:1 towards convection. Lopez et al. (2012) investigated the heat transfer

on a current mass-produced diesel engine, employing improved injection technology resulting

in lower formation of soot. The heat transfer due to radiation could be reduced to 17% of

all combustion chamber heat transfers (convection and radiation). Although a significant

reduction, it is still a source of heat to be considered.

An attempt to measure direct heat flux between combustion gas and cylinder head wall

was performed by Kavtaradze et al. (2012), using a specially developed sensor. It was pointed

out that such sensors could also be used in pistons, but with limited life time, ranging from

10 hours to 12 hours. The complex layered sensor design and tolerances in the layer thickness

introduced an uncertainty, but it was found that increased soot deposition on the sensor surface

posed a much larger uncertainty. The soot layer acted as an insulation barrier, potentially

falsifying measured heat transfer coefficients.

The insulation effect of the soot layer was also noted by Köpple et al. (2014). It was stated

that the deposition layer led to reduced heat flux, due to the increased surface temperature. In

addition the measured temperatures decreased during operation, as the thickness of the soot
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layer increased. This problem was overcome by temperature measurement at an alternative

reference position inside the combustion chamber. A clean non-soothed temperature sensor

was inserted into the combustion chamber and the engine was motored without combustion,

while the temperature was measured. The apparent temperature difference between soothed

and non-soothed probe was used to compensate for the deposited soot layer offset.

2.2.3 Piston material and limitations

Improvement of diesel engines is partially limited by the material properties of pistons. Röhrle

(1995), Chen and Worden (2000), Mahadevan and Gopal (2008) and Mahle (2012) provided

information concerning the change of material strength with increase in temperature, clearly

indicating limitations encountered at high temperature. For all materials the strength decreased

significantly at elevated temperatures, as shown in Figure 2.4. For casting aluminium (M124,

M138 and M244) the strength reduced to a quarter at temperatures found at full-load engine

operation conditions. At the same time the Young’s modulus also decreased, leading to

increased deformations. The same behaviour was visible for steel, although strength and

Young’s modulus exhibit higher absolute values. Steel is mainly used for piston crowns,

whereby Micro-Alloyed Steels (MAS) are medium carbon steels, but exhibit a finer grain

structure and hence increased surface hardness (Chen and Worden, 2000). Esfahanian et al.

(2006) stated that the highest temperature of any point in the piston should not exceed 66% of

the melting temperature of the material. With temperature differences in the piston also occur

variations in deformation due to thermal expansion, subsequently resulting in thermal stresses.

These will add to the stress from the pressure loading. An example of high temperature fatigue

failure was presented by Chen and Worden (2000), as shown in Figure 2.5. The elevated

temperatures combined with the high pressure caused high temperature fatigue as shown

by Silva (2006), concluding that sufficient cooling is required. Morgan et al. (2013) also

investigated bowl rim stress and found identical fatigue crack behaviour on a piston with

re-entrant bowl edge. The manufacturing process of the piston had also a strong influence

on the fatigue behaviour of the material, as shown by Reichstein et al. (2005). The casting

process in particular required a high control of each phase of the process to avoid material

oxidation and defect inclusion, as this increased kerb sensitivity and initiated cracks.
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Fig. 2.4 Temperature dependent material behaviour of various piston materials

Data taken from Chen and Worden (2000) and Mahle (2012) and graphically prepared for

better overview

Fig. 2.5 Fatigue crack of open combustion bowl diesel piston at bowl rim edge near pin boss

(Chen and Worden, 2000)

Tanihata et al. (2006) employed high pressure casting, rather than the standard gravitation

casting process. The advantage of the described process was the increased cooling rate of the

material, leading to a finer metallic grain structure at microscopic level. This in turn allowed
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the increased use of alloying elements, such as nickel, leading to an increase in fatigue stress

between 50% and 80% at temperatures of 525 K and 575 K respectively. A similar behaviour

was found for the tensile strength. The use of high pressure also reduced the formation of

material inhomogeneity (air bubbles) and porosity, while improving the production quality.

The combination of increased tensile strength and fatigue strength allowed an optimisation of

the piston design, leading to 4.4% lower friction and 2.2% lower specific fuel consumption as

compared to gravity cast pistons.

Material fatigue can also be reduced by employing alternative manufacturing processes

together with material composition, as shown by Mahadevan and Gopal (2008) and Wu and Li

(2010). Large bore pistons were produced using a squeeze casting process with the inclusion

of alumina-silicate fibre reinforcement. This resulted in a change in the material structure

at microscopic level (grain level) compared to gravity cast pistons, leading to a light weight

piston, due to lower combined density, with higher fatigue resistance. There was, however, no

evaluation of the cost implication of such a changed process, which may be the reason why

such pistons have limited application in mass produced engines as a standard.

2.2.4 Piston temperature

Combustion bowls of diesel engines can be described as omega-like shaped and can be

re-entrant (overhanging) at the bowl rim. This feature is of high importance to combustion

efficiency, but also a major region of concern due to the high mechanical and thermal loading

of it. Knowing the temperature of the rim during engine operation allows assessment of

how close the material is to its limits and if potential failure of the rim occurs. The material

accumulation on the bowl rim also results in a larger surface area, leading to increased heat

transfer into the piston (Wenzel, 2006) and longer heat transfer paths inside the piston to the

cooler heat sink boundaries.

Piston temperature measurement has been performed under operating conditions to a large

extend, but it is not an easy task and only few measurement locations can be investigated

at once. Flynn and Underwood (1945) were among the first to investigate the temperatures

of pistons with jet impingement cooling on the under crown. The piston investigated did

not contain an internal cooling gallery, but focus shifted towards engine oil as medium for

controlling piston temperatures. Especially high power output was of particular interest, as
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low power output conditions generally lead to lower piston temperatures. Various methods

and strategies have been employed, as shown by Kato and Moritsugu (2001), Pan et al. (2005),

Ladommatos et al. (2005), Thiel et al. (2007), Zhang (2011), Kenningley and Morgenstern

(2012) and Luff et al. (2012). The investigators found that the highest temperatures were

generally found in the region of the combustion bowl rim, with cyclic average temperatures

ranging from 260° C up to 375° C, whereby Kenningley and Morgenstern (2012) measured

instantaneous temperatures of up to 390° C. These temperatures were also dependent on cool-

ing being actively employed or not. It was clearly shown by Luff et al. (2012) and Kenningley

and Morgenstern (2012) that the cooling of the piston did lower the peak temperatures with

differences of up to 25° C and 100° C respectively.

With the in-cylinder conditions changing during the engine operation cycle the heat trans-

fer changes and can be linked to the piston cycle position, resulting in surface temperature

variations. When the piston is near the top dead centre and combustion takes place the

temperature in the piston surface increases. With progress in the operating cycle the combus-

tion finishes and cooler fresh air is drawn into the cylinder, causing a reduction in surface

temperature. Based on piston temperature measurement by Kenningley and Morgenstern

(2012) and Köpple et al. (2014) it was found that cyclic variation could be as high as 25° C.

This change in temperature caused cyclic thermal loading and could lead to fatigue failure.

Thiel et al. (2007) investigated the effects of various gallery shape concepts and oil jet

nozzles with regards to piston temperatures, concluding that the gallery shape, in particular the

total gallery surface, did have an effect on temperature. The use of two oil jets, as compared

to the common single jet arrangement, showed improved cooling of the piston, leading to

a reduction by 20° C at the bowl rim for identical flow direction, meaning that both gallery

halves contained normal flow from inlet to outlet. At opposing flow directions, with one

gallery half having flow from inlet to outlet and the other half from outlet to inlet, reduction by

25° C were achieved. In all cases the total flow rate was identical, highlighting the advantage

of the concept.

To reduce the amount of heat being transferred to the piston an artificial thermal barrier

could be used, e.g. by application of a ceramic layer on the surface. This has been shown by

Modi (2012), although with limited success on surface temperatures and limited information

on lifetime stability of the barrier material.
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Traditionally, the measurement of piston temperatures is common in engine development,

but in the early development stage of an engine a physical specimen may not be available, as

prototyping is a cost and time intensive process. The expense of physical testing, has led to

the effort to develop analytical or numerical models to predict temperatures prior to prototype

testing of engines to optimise performance and design.

Analytical models have the advantage that they deliver results fast, but may lack accuracy.

These models are sometimes referred to as semi-empirical models. Torregrosa et al. (2006)

proposed a detailed model for the prediction of wall temperatures of cylinder components,

but relied on Woschni’s heat transfer model, which was an empirically developed model and

in turn heavily relied on the knowledge of the thermal boundary conditions. Results were

validated against measured data and proved good accuracy. The shortcoming was the lack in

local peak temperatures to predict life time expectancy and the lack of taking cooling into

consideration.

The results from any simulations should be validated by comparison with measured data

to assess the quality and reliability of the results, but lack of test data means that validations

are based usually on one specific case. Sangeorzan et al. (2011) investigated and developed

a full engine thermal management model to predict thermal performance especially in view

of cold start temperature control. It was found that little general information was available

for heat transfer coefficients and that most 1-dimensional models only delivered average

temperatures, rather than peak temperatures. The developed model did, however, consider

active cooling in the form of oil jets cooling the bottom of the piston.

2.2.5 Heat transfer away from piston

The heat transfer away from the piston (piston to cylinder wall) is mainly based on heat

conduction, when no active piston cooling is employed. Woschni et al. (1998) stated that the

highest heat transfer away from the piston (up to 50% of total) occurred at the piston rings,

especially the top ring. It was also pointed out that approximately one third of the overall

engine friction occurred at the rings, which caused further heat generation. According to

Kajiwara et al. (2003) up to 70% of the heat was transferred across the piston rings to the

cylinder liner, when no oil jet cooling was applied. Pan et al. (2005) stated values of similar

magnitude, although for slightly different piston designs. A tight relation consisted between
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combustion related heat transfer and friction caused heat transfer, which may explain the

difference in the heat transfer values given by Woschni et al. (1998) and Kajiwara et al. (2003)

and Pan et al. (2005), where frictional heat generation was not considered.

The use of active cooling changed the heat path and transfer mechanisms. So called

under-crown cooling was investigated as early as 1945 by Flynn and Underwood (1945). A

fixed nozzle at the bottom of the crank case was used to eject an oil jet towards the inside of

the piston, impacting on the bottom of the piston crown, as shown in Figure 2.6b. While the

oil was flowing along the piston bottom, convection took place, taking heat away from the

piston, while the heat transfer across the rings reduced. This type of cooling is mainly applied

to spark ignition engines, which possess an almost flat crown (top surface) and demands light

pistons due to the higher engine speeds. An attempt to validate simulated heat transfer and

to determine reliable heat transfer coefficients for under-crown cooled piston was made by

Agarwal et al. (2011) employing a thermal imaging method to capture piston temperatures.

The piston was set up in a controlled environment (not inside engine) to eliminate unwanted

effects from the variability of the engine operation. The results showed the benefit of the

cooling, indication a reduction of crown temperature by 35° C to 40° C, thereby showing

good comparisons between measured and simulated data.

The most common active cooling method in current diesel engines is through an internal

cooling gallery, as shown in Figure 2.6c. A nozzle in the crank case ejects an oil jet towards

the bottom of the piston. Instead of ejecting onto the piston bottom surface, the oil enters

through a channel into an annular cavity, the so-called cooling gallery. The oil then flows

through the gallery, until it leaves at the opposite side through another channel to return to

the oil sump. With the internal cooling gallery being actively used, the heat path changes.

The majority of the heat is transferred away from the piston by the oil in the channel and a

significantly reduced amount still passes across the rings. Kajiwara et al. (2003) stated that

60% to 70% of the heat was transferred away by the cooling gallery. Pan et al. (2005) stated

around 75% total heat transfer by the gallery for a similar piston design with steel crown. This

reduced to only 45% for an aluminium piston design with 34% still being transferred across

the rings due to the better heat conductivity of aluminium. An additional benefit of gallery

cooling is that heat could also be removed from sensitive locations, such as top land, top ring

groove and pin boss (Kajiwara et al., 2003). This trend was also confirmed by Kenningley
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Fig. 2.6 Pistons with different cooling concepts indicating area of highest heat rejection, a)

splash cooled, b) under-crown cooled, c) internal gallery cooled

(Kajiwara et al., 2003)

and Morgenstern (2012), showing a relative average temperature reduction of 100° C around

the combustion bowl.

Although piston heat transfer was a very important area of investigation, direct mea-

surements of the heat transfer coefficient could not be conducted due to the complexity of

measurement. This was especially the case for the internal cooling gallery, where the heat

transfer coefficients could only be determined analytically or numerically from temperature

measurements. Thus far no information is available for direct experimental determination of

heat transfer coefficients inside the cooling gallery.

It was commonly acknowledged that the amount of heat transferred may be linked to

the transfer surface area and an increase of the gallery surface would therefore be beneficial.

Larger galleries would achieve a larger surface for heat transfer, but also weaken the structure,

as the wall thickness may reduce within a fixed piston size. Placing the gallery closer to high

temperature regions, such as the pin boss and ring area, could increase the heat transfer at

these locations. An analysis of the performance of this concept was conducted by Thiel et al.

(2007) and showed an average temperature reduction by 10° C from critical piston locations.

Although the gallery volume and surface area were less than the standard gallery, it was

assumed that the reduction was more a result of the improved surface velocities due to the

gallery shape. Unfortunately no heat transfer coefficients were determined.

The advancements in computing power and numerical flow modelling methods, namely

Computational Fluid Dynamics (CFD), have led to an expansion of heat transfer analyses,
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allowing more detailed results in comparison to the more simplistic analytical models. Kaji-

wara et al. (2003) used CFD to investigate the heat transfer within an open cooling gallery,

exploring parameters such as gallery height, oil flow rate and engine speed. The average Heat

Transfer Coefficients (HTC) were found within a range of 1500 W/m2K at low engine speeds

(960 rpm) and medium oil flow rate, up to 5500 W/m2K at high speeds (1920 rpm) and low

oil flow rate. While there was a reasonable comparison between experimental and numerical

results (960 rpm only), there were significant differences at low oil flow into the gallery,

overestimating the heat transfer. It was believed that the change of oil temperature was not

appropriately taken into account. It did however highlight the necessity for data validation.

Furthermore the results were also used to derive simplified analytical relations to determine

the heat transfer coefficients, separating effects into shaker cooling, forced convection type

heat transfer and conduction like heat transfer. It was found that an increasing oil flow rate

reduced the shaker cooling effect in a parabolic way, leading to a dramatic reduction of heat

transfer.

Pan et al. (2005) also determined the heat transfer coefficients for an internally cooled

piston using numerical methods (CFD) and focused on the link with gallery oil filling.

Although no validation data was available, it was found that the heat transfer coefficient

changed depending on the circumferential position of the gallery. The highest HTC were

found at the gallery top and inside wall near then combustion bowl with instantaneous values

as high as 4000 W/m2K and as low as 200 W/m2K, indicating the cyclic variation. The

lowest HTC was found at the bottom of the gallery with maximum and minimum values

of 1000 W/m2K and 50 W/m2K respectively, showing comparable cyclic behaviour. These

values were obtained for one specific case at 2100 rpm, but undisclosed engine load, limiting

the transferability of the absolute values to other findings. It was also shown that the oil filling

has an effect on the HTC, but the relation to gallery filling showed significant differences to

the findings of Kajiwara et al. (2003), with low HTC at low gallery filling. At high filling the

HTC showed comparable dramatic reduction in value.

Takeuchi et al. (2006) conducted numerical investigations determining piston tempera-

tures and heat transfer coefficients linking Computational Fluid Dynamics (CFD) and Finite

Element Analysis (FEA) simulations. Results for temperature were validated against experi-

mental obtained temperatures and showed good comparison. The heat transfer coefficient,

however, showed significant difference being larger than 30%, raising questions about the
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correctness of boundary conditions for the simulation. Attempts were made to validate the

calculated gallery filling with real life data from flow visualisation, but no information was

presented on how well this was achieved.

Yi et al. (2007) also used CFD to determine heat transfer coefficients of an internally

cooled piston gallery, identifying the location of oil inside the gallery and the piston position in

its cycle as governing parameters. It was found that large amounts of oil would not necessarily

lead to high heat transfer coefficients. A high oil fill level inside the gallery reduced the oil

sloshing (shaking) and the heat transfer mechanism changed from convection to conduction.

This led to higher oil temperatures inside the gallery at the wall and reduced heat transfer

away from the piston top to the bottom, confirming previous findings.

Du (2012) used a numerical wavelet neural network (WNN) method to determine heat

transfer in a piston with internal cooling gallery. The WNN model consisted of interlinking

functions, where feed forward data and feedback data was used to determine a desired output,

either as single value or group of values. The model, however, required pre-conditional analy-

sis to train the model, a disadvantage, when new models were created, although expansion of

an established model may yield advantages later. The WNN derived heat transfer coefficients

were used to predict the temperature distribution using additional software. Results were

compared to experimental data, showing good comparison. For the internal gallery the overall

HTC were found between 1250 W/m2K and 1700 W/m2K, although no details of engine

speed and engine loading were given.

In the past alternative attempts have been made to control the heat transfer away from the

piston more precisely to maintain low temperatures. It was noted that the use of cooling oil

has limitations, as the surrounding conditions of the oil jet and high velocity of the piston led

to complex and less controllable behaviour. Investigations were focused on the introduction

of closed volume heat pipes, filled with a specific boiling point liquid. Although comparable

to internal cooling galleries, the closed volume allowed for precise control of the amount of

the liquid present.

Cao and Wang (1995) changed the design of a common diesel piston to replace the

horizontally circumferential cooling gallery with a vertical heat pipe, partially filled with

oil. Although experimental tests were performed on a test rig (not in fired engine) and at

low engine speed (480 rpm), the results showed comparable temperatures at the piston top

to conventional cooling, therefore proving the benefits of the system. Ling et al. (1998)
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expanded on the work of Cao and Wang (1995) and conducted a parametric study on the

dimensions of the heat pipe to find the critical minimum required frequency of the heat pipe

to operate. Comparisons were made with experimental results and very good correlation was

found. The frequencies found were equivalent to engine speeds in the range of 250 rpm to

500 rpm, well below the operating speeds of engines. This meant that heat pipes should work

for engines. Wang et al. (2000) also expanded on the previous work, but changed the vertical

pipe design into an annular cavity, very much like standard cooling galleries. The concept

proved to reduce the temperature gradient as well as the peak temperatures at the ring belt.

Although the method proved to be capable to control temperature, a practicable application

did not occur outside experimental studies.

With the advancements of technologies and tailored fluids, the concept of heat pipes

was investigated again by Wang et al. (2015). Although being a study of principle and to

validate simulations, it was found that the use of a nanofluid, a mixture of liquid (water) with

nano-sized particles (SiO2), provided better heat transfer in comparison to pure water. The

reason was found in the higher heat capacity and the higher inertia of the particles. While

the higher inertia meant that the particles would impact more with the boundary surfaces,

extracting more heat that a pure liquid, the interaction with the water improved heat transfer

to the water. The suitability for pistons could only be assumed, as no comparison to oil jet

cooling with internal galleries was available. In terms of energy consumption and oil stability

this concept had certainly advantages, although these had to offset the additional cost of

manufacturing.

Besides the determination of the heat transfer inside the piston, overall engine thermal

management simulation may be used to identify specific areas of cooling loss and cooling

reliability. The majority of such simulations use either simplified 1-dimensional models for

heat flow or semi-empirical formulations for heat transfer, or combinations of both. The heat

transfer from combustion gas to piston is still relying on the semi-empirical model of Woschni

(1970) and thus far is still the most commonly used model. Although improvements and

expansions have been made to the model, it is unable to predict local peak temperatures and

does not consider two-way cooling effects, such as gallery cooling. It relies heavily on thermal

boundary conditions, such as the wall temperature, which by itself is influenced by the heat

transfer. Furthermore, due to the overall averaging behaviour of the model, it over-estimates

the heat transfer as shown by Sharief et al. (2008). This was also confirmed by Kono et al.
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(2012), which used the model to determine in-cylinder heat transfer and considered internal

piston cooling effects, but there was no direct relation to the conditions inside the gallery,

therefore lacking actual heat sink effects of the oil.

Modern development tools for engine process simulation, such as Ricardo Wave and

GT-Power, include sub-models to analyse thermal losses and engine component temperatures,

e.g. for the piston. At the current state of development these models only determined losses

based on fixed values submitted by the user (Ricardo, 2012). The implementation of advanced

heat transfer sub-models using the proposed models of Kajiwara et al. (2002), Torregrosa

et al. (2006) or Sangeorzan et al. (2011) could provide an improvement to the development

process. The model of Sangeorzan et al. (2011) was capable to predict average temperatures,

but still had limitations, especially with respect to the amount of oil inside the cooling gallery,

which controlled the heat transfer mechanism inside the gallery, as shown above. Another

disadvantage may be found in the expense of long calculation time, eliminating one of the

main advantages of these development tools.

2.3 Internal gallery cooling, conditions and behaviour

2.3.1 Cooling gallery related dimensionless numbers

It has been established that the gallery filling does influence the heat transfer coefficient inside

the cooling gallery significantly. Assessing the filling accurately is therefore important to

accurately model thermal conditions. Specific ratios are important to express the effectiveness

of the oil flow capturing and oil retaining within the gallery. These are not efficiencies and

only express the behaviour of flow capturing.

Oil fill ratio

Heidrich (2003) and Kajiwara et al. (2003) defined the oil fill ratio by means of a quasi-

steady state height of oil at the gallery bottom relative to the height of the gallery. It can be

determined by

OFRh =
hoil

hgallery
(2.1)

where hoil is the height of the oil and hgallery is the height of the gallery. Such an approach

limits the application to near rectangular cross-sections only and to approximately horizontal
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fill levels. More complex shapes with varying width would lead to reduced OFR, if the gallery

was significantly wider at the bottom. Pan et al. (2005) redefined the oil fill ratio as the volume

of the oil inside the gallery relative to the total gallery volume. It can be calculated by

OFRv =
Voil

Vgallery
(2.2)

where Voil is the volume of the oil inside the gallery and Vgallery is the volume of the gallery.

Gallery catch ratio

Heidrich (2003) defined the gallery catch ratio (GCR) as the ratio of oil volume flow exiting

from the nozzle and exiting the gallery at the outlet opening and is a measurement of the

effectiveness of the gallery to pass flow through the gallery. It can be determined by

GCR =
V̇out

V̇n
(2.3)

where V̇out is the volumetric flow rate from the gallery exit and V̇n the flow rate from the

nozzle. It incorporates several effects concerning the flow into and out of the gallery, such

as short circuiting at the inlet and re-entrant flow at the outlet. Optimum values will be near

100%.

Inlet catch ratio

The flow at the gallery inlet may be considered individually to assess the effectiveness of the

flow into the gallery, as short circuiting flow or misalignment of the jet plays a crucial role in

the gallery filling. It can be determined by

ICR =
V̇in

V̇n
(2.4)

where V̇in is the volumetric flow rate through the gallery inlet. The optimum values will be

near 100%, meaning that all oil ejected from the nozzle enters and remains in the gallery.
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2.3.2 Design of cooling galleries and studies of filling and flow behaviour

The first appearance of a concept to reduce temperature of highly heat-loaded moving compo-

nents inside combustion engines relates to a patent by Heron (1923). Although more aimed at

the cooling of exhaust valves of supercharged aero engines, it was mentioned that this method

could also be extended to other moving components, such as pistons. The concept involved a

closed internal cavity, partially filled with a non-volatile medium, such as mercury, potassium,

lithium or sodium. A precise amount of filling was not given and only stated as consider-

able quantity. Heron (1931) patented also a piston design for internal combustion engines

involving an internal chamber explicitly for cooling of the piston, whereby the chamber may

be sealed or tightly closed. The cooling medium was identified as a material that is solid at

room temperature and liquid at engine operating temperatures. The above materials were

specified, but engine oil was not considered. The movement of the liquid inside the chamber

was explained and reasoned, but the amount of filling desired was not disclosed. The above

described gallery type is generally termed closed gallery, as the fluid inside is retained, as

opposed to an open gallery, which allows flow into and out of the gallery during movement.

Bush and London (1965) primarily investigated the heat transfer coefficients on a piston-

like model with internal cavity, using the description of ‘cocktail shaker’ to describe the liquid

behaviour. The cavity shape under investigation was cylindrical (diameter to height ratios

of 0.56 to 2.1), rather than torus-like as found in modern pistons. It was partially filled with

a variety of liquids, such as water, glycerine mixtures and mercury, but not engine oil, with

filling ratios from 1/8
th to 7/8

th. It was implied that the gravitational forces on the liquid

are always less that the oscillation induced dynamic forces. It was also noted that for small

gallery sizes the surface tension forces becomes important relative to the dynamic forces,

limiting the minimum height of the cavity.

Stotter (1966) investigated different types of cooling methods experimental. An engine

with bore and stroke of 165.1 mm and 203.2 mm respectively was driven by an electric motor

with speeds of 358 rpm, 566 rpm and 873 rpm, while thermally loaded at the piston top by a

propane flame. The testing included jet cooling and a pseudo-gallery cooling, where an oil

retaining tray was mounted on the piston underside. It was found from HTC analysis that the

engine speed was more important than the filling of the pseudo-gallery, which itself was not

determined.
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French (1972) investigated the heat transfer on a piston fitted to a rig, representing an

engine with bore, stroke and speed of 203.2 mm, 304.8 mm and 410 rpm respectively. The

study concentrated on the effectiveness of cooling and HTC. It was found that the use of a

completely filled internal gallery produced lower HTC as compared to a partially filled gallery,

concluding that the addition of air into the fluid provides superior cooling of cocktail shaker

type. The optimum ratio between liquid and gas was, however, not investigated.

Evans (1977) investigated the cocktail shaker cooling effects in an open gallery using

video capturing techniques. It was found that various flow regimes occurred inside the gallery,

including flow along surfaces, surface impingement and detached surface flow. An empirical

correlation for the heat transfer was proposed based on the Reynolds number, Prandtl number

and velocity components of the flow, including consideration of the flow regime, but gallery

filling was not included.

Pimenta and Filho (1993) based their study of heat transfer and temperature distribution on

an engine of 137 mm bore and 165 mm stroke with engine speed at 1200 rpm and 1900 rpm.

The HTC analysis included the correlation by Evans (1977), but expanded into finite element

analysis (FEA) on the piston. The experimental and numerical data generally compared well

(less than 10% difference) for the majority of the measurement points, but showed significant

difference with regards to the inside of the gallery (20%). Gallery filling was not explicitly

determined.

An increase of the gallery surface increases the area for heat transfer capability. This can

be achieved by larger sized galleries, but may weaken the structure, as the wall thickness

reduce within a fixed piston size. An alternative solution was patented by Martin and Thieme

(2000), adopting a wave-shaped gallery, as shown in Figure 2.7. It was stated that the gallery

can be placed closer to high temperature regions, such as the pin boss and ring area, increasing

heat transfer at these locations. Issler (2000) also patented a piston with a cooling gallery,

but in comparison to Martin and Thieme (2000) the surface area was increased by ribs

protruding vertically from the bottom into the cooling channel. Further improvements to the

manufacturing of such pistons were patented by Eichel et al. (2001) and Wellmann (2001).

Finished pre-manufactured cooling gallery volumes were added to a die prior to the casting

process the centre of the cast allowing a precise positioning and definition of the gallery.

Kajiwara et al. (2002) and Kajiwara et al. (2003) used computational fluid dynamics (CFD)

to determine heat transfer coefficients (HTC), whereby the gallery filling was determined
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Fig. 2.7 Wave-shaped cooling gallery to improve heat transfer from piston via increased

surface area

(Martin and Thieme, 2000)

using hydraulic equations based on inlet and outlet mass flow over time. The outlet flow

from the gallery was calculated from piston acceleration, oil height inside gallery and outlet

area. The inlet was calculated from nozzle exit pressure and area, oil density and flow loss

coefficient. The latter was assumed to be constant, but its meaning was not explained explicitly

and may refer to the gallery catch ratio (GCR) or to loss of flow from friction in the nozzle.

The height of oil, being used to express the oil fill ratio, was calculated from the inlet and

outlet flow in an iteration process. Unfortunately no comparison to physical data of filling was

available. The simulation results of the flow behaviour, however, revealed that the majority of

the oil was located at the gallery top near TDC and at the bottom at BDC with transitional

mid-gallery positions in between, confirming regimes identified by Evans (1977).

Heidrich (2003) conducted visual studies using a strong non-transparent dye to enhance

flowing liquid visibility, as shown in Figure 2.8. This provided a strong contrast to the air,

allowing identification of clear interface boundaries between the oil and air. A 3/4–model

was used, which provided a cross-sectional view of the gallery and hence could be used to

identify the fill level across the gallery as well and the flow behaviour. Due to the visibility of

the inside of the gallery, without the distortions of the curved gallery shape, it can be seen

that the flow inside the gallery is of 3–dimensional behaviour and a non-transparent oil will

cause difficulties in analysing the fill level, especially when air bubbles are entrained in the

oil, but cannot be detected. Unfortunately no information was available about the investigated
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parameters and outcomes from the study. The flow near the inlet is highly turbulent with high

entrainment of air into the oil, potentially changing the behaviour of the oil, especially when

high amounts of small air bubbles dissolve into the oil. This phenomenon is not desired, as

the air inside the oil may be taken to the oil sump and can enter the lubrication circuit. Pan

Fig. 2.8 Gallery cross-sectional flow visualisation

(Heidrich, 2003)

et al. (2005) conducted a numerical analysis (CFD) on a specific built gallery to determining

OFR and HTC. For one case HTC were validated by comparison with measured temperatures.

The flow behaviour inside the gallery determined by Kajiwara et al. (2003) was confirmed.

It was also found that the OFR changes within the crank cycle relative to piston position

with higher filling during the downward stroke and lower filling during upward stroke. The

absolute values of filling were, however, not validated against actual data.

Heidrich et al. (2006) returned to the concept of a closed gallery employing easy vaporising

media, such as water, ammoniac or glycol. The patented concept considered an annular gallery

together with heat pipes extruding from the underside of the piston. The advantage of the

design was seen in the availability of sufficient amount of cooling liquid, independent of the

position of the piston within the crank cycle, although it was not specified how much filling

would be sufficient.

Takeuchi et al. (2006) conducted experimental studies using a mixture of a fluorescent

dye (Coumarin-6) and oil in combination with a Xenon flash light and a high speed camera.

A transparent acrylic plastic model of the piston was used. During the tests the oil flow rate

from the nozzle and the flow from the gallery exit were recorded to determine the catch rate of

the oil jet, indication that only 63% to 78% of the oil enters the gallery depending on engine
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speed. It was also found that a strong dependency between oil flow behaviour and piston

position occurred, depending on the position in the crank cycle, as shown in Figure 2.9. The

underlining link was attributed to the relation of piston acceleration and oil inertia. The results

of the visual experiment were compared to numerical simulations (CFD) in the same annular

cooling gallery. The simulations showed that less than 80% of the oil jet mass flow entered

the gallery for the case of 3000 rpm and 2.0 l/min flow rate. Although no actual values for

OFR were presented, the comparison between actual and numerical results showed good

correlation and also highlighted that the gallery filling was not constant throughout the gallery

length. A progressing wave effect was noticeable. A comparison of average gallery surface

HTC from experiment and simulation showed high differences (up to 30%). It was indicated

that this may be a result of the heat transfer calculations. Yi et al. (2007) conducted a CFD

Fig. 2.9 Comparison of physical visualisation and simulation of oil flow in gallery

(Takeuchi et al., 2006)

study to investigate OFR and HTC. The cooling gallery was split into sections to investigate

the filling along the gallery. The results showed strong variation of OFR of up to 10% in the
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individual sections during the crank cycle. This was a significant change considering that the

average OFR for the overall gallery was only approximately 20%. It was also indicated that

cycle-averaged OFR increased from inlet towards outlet and that the OFR stabilised within

ten consecutive crank cycles, a very low number of cycles, considering the highly transient

inflow and outflow behaviour with recirculating and re-entry flows.

As mentioned before, concepts were developed to increase the gallery surface area, e.g.

through a wave-like gallery shape. An experimental analysis of the performance of this

concept was conducted by Thiel et al. (2007) and showed an average temperature reduction

by 10° C from critical piston locations. Although the gallery volume and surface area were

less than the standard (non-waved) gallery, it was assumed that the reduction in temperature

was more a result of the improved surface velocities due to the shape. Unfortunately no heat

transfer coefficients were determined and neither flow behaviour nor filling was investigated,

as the study primarily focused on temperature measurement. The different gallery concepts

did show that small changes in the design can have a significant impact on the cooling.

Komiya et al. (2011) investigated the flow behaviour on two different gallery layouts,

a 2–dimensional and 3–dimensional gallery shape. Both galleries used the same gallery

cross-section of 19 mmx10 mm and a length of 518 mm. The 2–dimensional gallery model is

shown in Figure 2.10. It was allowing for a better viewing of the flow pattern in the gallery,

while eliminating some of the flow effects, such as circular sloshing due to the slightly oval

gallery shape. During the static test conditions it was found that the impingement of the jet

at the end of the inlet channel reduced the kinetic energy of the liquid significantly, before

flow into the channel occurred. Investigation under dynamic conditions revealed the same

loss of kinetic energy as found in the static condition study. Additionally a clouding of the

liquid was observed at the investigated speed of 1000 rpm, potentially indicating strong

mixing with the gas phase. A further study by Komiya et al. (2011) was performed on a

3–dimensional model, as shown in Figure 2.11. It was found that the conditions found at the

inlet of the 2-dimensional channel still applied. Furthermore the 3–dimensional gallery led

to spiral flow inside the gallery, while strong collision of flows at the intersection between

the gallery branches and exit channel occurred, which would be expected, as the flows have

to be unified again. The study was conducted at a rig speed of 1000 rpm and used water

instead of oil to provide flow conditions that can be matched to engine speed conditions at

4000 rpm. Although the Reynolds number increased, it was stated that the gallery should also
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Fig. 2.10 2-dimensional gallery model to investigate oil channel flow behaviour

(Komiya et al., 2011)

be 2.5 times larger to match the Reynolds numbers at 4000 rpm with oil as the coolant. Lv

Fig. 2.11 3–dimensional gallery model to investigate oil channel flow behaviour

(Komiya et al., 2011)

et al. (2015) experimentally studied the flow behaviour inside a rectangular-shaped straight

gallery. The closed transparent gallery design was partially filled with various levels of water

and exposed to set oscillating frequencies. It was found that at a certain frequency, between

6 Hz and 8 Hz (equivalent to engine speeds of 360 rpm to 480 rpm) the flow pattern changed

dramatically. At 6 Hz or below the inertia effects were too small to cause a breakup of

the bulk flow, as shown in Figure 2.12. The water was mainly sloshing in the horizontal

direction, without significant turbulent mixing. The behaviour changed for frequencies beyond
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8 Hz, when independent droplet and air bubbles occurred. An increase in oscillating speed

further increased breakup and mixing, especially in the centre of the gallery, although it was

unclear, if this was a result of wall friction or low illumination quality. At high fill ratio

(80%) the mixing movement inside the gallery became obstructed by the water itself, limiting

impact with the top and bottom wall. It was assumed that this would reduce heat transfer, an

assumption supported by findings of Kajiwara et al. (2003), Pan et al. (2005) and Yi et al.

(2007). Although the results may have allowed some estimation about the behaviour inside a

real piston gallery, there were still limits in the transferability. The probe gallery was closed

and no liquid entered and left the internal volume. However, this would create an inflow

driven flow from the inlet and therefore introduced additional flow velocity. The straight shape

did not represent the gallery flow either, as the annular curvature introduces extra swirling

from side wall impacts. Furthermore the viscosity of the water was significant lower than that

of oil, as well as coalescence effects with the wall. Wang et al. (2015) used the same closed

Fig. 2.12 Example of flow condition inside gallery at TDC position with 60% water filling

and oscillating at various frequencies

(Lv et al., 2015)

box-section volume and equipment as above, but investigated the effect of nanofluids inside

the volume. Comparisons were made to pure water with respect to flow behaviour and heat

transfer. The flow behaviour of the pure water was virtually identical to the results of Lv et al.

(2015) and the nano-particle loaded water, containing SiO2 nano-particles, showed generally

the same behaviour. The investigators concluded that the main drive of the flow was inertia

based, but that the dispersed nano-particles seemed to reside longer at the impinging gallery

wall. Also the solid particles improved the breakup of the static boundary layer due to higher

impact inertia in comparison to a liquid. The flow was also modelled using CFD, employing
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various models for multi-phase flow, as shown in Figure 2.13. It became apparent that not

all models represented the flow accurately, although no information was given on how the

images for comparison were selected. It was stated that the flow reached a cyclic repetitive

behaviour, but, unfortunately, no specific information was given on the definition of cyclic,

which may refer to the vertical flow patterns of the oil, as a result of the oscillating motion.

The frequency of the cycle would be identical to the frequency of the gallery movement.

Analysing Figure 2.13a it can be seen that a substantial amount of liquid can be found to the

left part of the volume. Should this liquid move to the right and back to the left, then another

cyclic behaviour would be present. Such horizontal movement may be over a number of work

cycles, where the frequency would be potentially a multiple of the vertical cyclic frequency.

Fig. 2.13 Example of the flow patterns predicted by different multiphase models at TDC
position and engine speed of 200 rpm, 40% filling and 5% nano-particle loading

(Wang et al., 2015)

2.4 Parameters influencing gallery filling

There are various parameters that influence the filling of the piston cooling gallery and the

magnitude of influence varies severely. The following parameters were identified.

2.4.1 Engine speed

The engine speed was identified as a major influence in many sources. Heidrich (2003)

indicated that an increase in engine speed reduced the oil fill ratio, as the catch rate of the oil
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jet on the inlet channel to the gallery reduced. This behaviour was also confirmed by Yi et al.

(2007). With increased engine speed, the piston speed between the dead centres increased.

On the downward movement the oil jet was forced into the gallery as the relative velocity

between jet and piston was high. On the upward stroke the relative velocity between jet and

piston reduced leading to less oil entering the gallery. In the extreme, at high engine speeds,

the piston could move at a higher velocity that the oil jet and hence no oil entered the gallery

on the upward stroke.

Kajiwara et al. (2003), Pan et al. (2005) and Torregrosa et al. (2010) also mentioned

engine speed as an influential factor, but no data was presented and purely a tendency was

given.

2.4.2 Oil flow rate

The flow rate may be expressed in two ways, either as mass flow rate or as volume flow rate.

There was no clear differentiation which method was more representative to indicate desired

behaviour. Heidrich (2003) indicated that an increased mass flow rate increased the fill ratio,

as more oil was entering the gallery inlet. Kajiwara et al. (2003) found the same behaviour.

This seemed to be a reasonable statement, as more oil would reach the gallery inlet. Pan et al.

(2005) showed that there occurred a limit in flow rate, beyond which no increase in oil fill

ratio occurred. It was identified that increased flow rates would lead to a divergence of the

jet (jet breakup) as the jet velocity increased accordingly, resulting in negative effect on fill

ratio. Yi et al. (2007) and Agarwal et al. (2011) confirmed the findings in general, although

the focus was more on the velocity of the jet leaving the nozzle. Assuming the oil to be a

non-compressible fluid at low pressure, the velocity of the jet may be expressed as a function

of flow rate for a fixed diameter nozzle.

2.4.3 Gallery entry and exit geometry

The gallery entry does play an important role in gallery filling, as it was identified in many

sources (Heidrich, 2003; Kajiwara et al., 2003; Komiya et al., 2011; Pan et al., 2005; Thiel

et al., 2007). There were, however, no specific details available what this meant. No reference

was made to dimensions or shape of the inlet, leaving room for questions. Thiel et al. (2007)

investigated pistons with separated gallery branches (two halves) with one nozzle for each
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branch. The entrance and exit of the gallery was formed in a way to allow the entering or

exiting oil to flow along the gallery wall, rather that impinging or hitting the wall and splitting

the flow in two halves. The galleries did show a reduction of temperatures, but without

providing information about the filling of the gallery. Komiya et al. (2011) also concluded

that the inlet sections leading to the channels should be designed in a matter that allowed

smooth flow to avoid stagnant conditions.

The influence of the exit geometry was more detailed. Heidrich (2003) and Kajiwara et al.

(2003) showed that an increase of the exit diameter furthers the flow from the gallery reducing

the gallery filling.

2.4.4 Piston position during crank cycle

Depending on the position of the piston in the crank cycle the relative velocity between oil jet

and piston changes and could lead to the oil jet not reaching the gallery entry. This would

change the filling during the crank cycle leading to varying fill ratios during upward and

downward stroke. This was clearly shown in numerical studies performed by Pan et al. (2005)

and Yi et al. (2007). In both cases comparable gallery designs were analysed. Although it

cannot be clearly identified, if the conditions were identical, it did show comparable behaviour

of gallery filling, even in terms of the absolute fill values. Torregrosa et al. (2010) also

identified the position as a parameter, but no specific data was given.

2.4.5 Nozzle geometry and jet impingement

Pan et al. (2005) identified the quality of jet alignment as a factor to filling, which was

confirmed by Thiel et al. (2007). A misaligned nozzle would cause the oil jet to miss the

inlet of the gallery and hence reduce filling. It was pointed out that in some circumstances

this could be a desired condition. The oil jet was aligned with the gallery inlet for the lower

positions of the piston (near BDC), but when the piston reached positions near the TDC the

jet missed the inlet and impinged on the underside of the piston taking heat away from the

piston centre. As the gallery was concerned with the cooling of the outer locations of the

piston (bowl rim and rings), it did not cool the bowl centre. The misalignment was therefore

employed to overcome the locally restrained cooling of the internal gallery.
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Considering the flow in a straight circular pipe the cross-sectional flow velocity profile

would be axi-symmetric parallel to the pipe centreline and depend only on the nature of flow,

laminar to turbulent. When a jet would be ejected from a straight nozzle, e.g. the exit of a

sufficient long straight pipe, then the jet would be projected further along the direction of

the nozzle centre line, if no additional forces acted upon the jet after exit. The impingement

position on a surface at distance from the nozzle exit would coincide with a point through

which the nozzle exit centreline would pass. Nozzles used in current engines contain a

curvature before the exit, as the fixing location of the nozzle in the crank case would be offset

from the piston. This can change the exit flow direction relative to the nozzle exit centreline.

Verkaik et al. (2009) investigated the flow behaviour in bend pipes. It was not only found that

the velocity profile showed an increase in velocity towards the outside of the bend, it was also

found that secondary flow in the cross-section occurred, causing an increase of pressure at

the outside surface of the bend. If the exit of a nozzle would coincide with the end of the

bend, then the ejected jet would not protrude along the nozzle exit centreline, but diverge

from it. Unfortunately little information was available on the effect of pre-exit curvature of

open ended pipes with regards to the directional divergence of the jet from the projected flow

direction and no study relating to oil jet nozzles was available. Experimental and numerical

studies concentrated exclusively on straight nozzles. An experimental and numerical study by

Triep et al. (2013) on a venom channel of a spitting cobra with a sharp 90°bend prior to the

exit found that a divergence angle between the jet centre and the direction normal to the exit

occurred. The impingement position of the jet on a surface at a longitudinal distance from the

nozzle exit would experience similar effects and a lateral offset would occur, with the lateral

offset being depended on the flow rate and therefore on the velocity at the exit.

The significance of this behaviour may be linked with the variation of the flow rate with

engine speed from the engine oil pump. When the oil jet would be aligned with the gallery

inlet relative to low flow rates, then the impingement position may change with increasing

flow rate, leading to reduced oil catch ratio and lower gallery filling.

2.4.6 Oil viscosity

The viscosity of the oil is highly sensitive to the temperature and reduces with increasing

temperature. Yi et al. (2007) showed that the oil temperature changed along the gallery,
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with the highest temperatures being near the gallery exit, when it had accumulated heat

from passing through the gallery. Analysing the change of temperature in relation to the

absolute temperature revealed that the viscosity change was relative small, generating actually

reasonable small changes in viscosity. A potential effect of viscosity on the gallery filling was

also mentioned by Torregrosa et al. (2010), although no specifics are presented.

It may be assumed that the viscosity does have an effect on the fill ratio, as the oil

temperature changes depending on the engine operation conditions. The relative influence

on filling or flow behaviour in relation to the engine speed and flow rate could still not be

assessed.

2.4.7 Piston stroke and connecting length

The piston stroke has a direct link to the distance between nozzle and gallery inlet. This

distance can be reduced using a cut-out in the piston skirt or increased by locating the nozzle

lower in the crank case. There was no information available about the effect of the distance

on gallery filling. Kneer and El-Khawankey (2010) showed that the jet diverges with flow

rate and oil temperature. The increased breakup of oil jets at higher temperatures, even at

low flow rates, may reduce the amount of oil directly entering the gallery. A large distance

between nozzle and gallery may therefore reduce the filling. Any vibration of the engine and

subsequent introduction of lateral momentum to the exit flow was not even considered.

A change in conrod length changes the behaviour of the piston movement and therefore

the velocity and acceleration of it. A reduction in conrod length leads to increased piston

acceleration at the TDC, while a reduction occurs at BDC. This in turn would change the

inertia forces on the oil inside the gallery and therefore may affect the internal gallery flow

with potential obstruction of flow at inlet and outlet. Torregrosa et al. (2010)) stated that there

was an influence from the relative velocity between jet and piston, hence conrod length did

play a role, although no specific information was provided.

2.4.8 Gallery shape

Kajiwara et al. (2003) identified the gallery shape as a parameter, although there was no

specific information about the meaning of gallery shape. This could be the annual diameter,

cross-section area or shape. Komiya et al. (2011) also mentioned the cross-sectional shape of
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the gallery as an influencing factor, stating that vertical stirring can be improved by the shape.

Although the gallery size was acknowledged as a factor, no specific information about the

actual volume was provided. Yi et al. (2007) also mentioned gallery shape as a factor. Again

it was not clear what was meant by shape, but it was indicated that the gallery length and

indirectly the annual diameter of the gallery was influential.

2.4.9 Oil jet breakup

Although jet breakup occurs in the space between nozzle and gallery entry, hence outside

the gallery, it has a strong effect on the catch ratio and therefore on the gallery filling. The

subject of ‘breakup of free jets’ is studied very thoroughly and the knowledge is very wide

ranging. There was, however, no information publicised about the relationship between jet

breakup and gallery filling. The ejection of a liquid, such as water or oil, from a nozzle into a

stationary gas produces a free surface jet. The breakup behaviour may be classified simply

as Rayleigh regime (e.g. dripping), transitional regime and atomisation regime (e.g. spray),

depending on the velocities of jet and surrounding environment medium.

Eggers and Villermaux (2008) stated that breakup of free jets was caused by the velocity

difference at the interface surface between gas and liquid, leading to shear stress at the

interface or more specifically in a shear layers of the interface. Fellouah et al. (2009) also

stated that the cross-section of a free liquid jet surrounded by a gas could be treated as three

regions, namely an outer region, a shear layer region and a centreline region, whereby the

outer region was in contact with the gas and could include strong vortices. It was implied that

the vorticity generation in the gas shear layer became the driving force of the breakup, when

the inertia effect were larger than the surface tension. The ratio between inertia forces and

surface tension could be expressed by the Weber number as

We =
ρu2l

σs
(2.5)

where ρ is the density, u the velocity, σ the surface tension and l the characteristic length.

For the breakup of round jets l can be assumed to be the diameter, d, of the jet. At We < 1

the breakup is characterised by formation of droplets with size predominantly controlled

by surface tension. This is the Rayleigh breakup regime, with formation of droplets at

approximately jet diameter and very little surface rippling, as explained by Farvardin and
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Dolatabadi (2013). At We > 1 the effects in the shear layer lead to surface rippling and rupture

with possible gas entrainment into the jet, but a clear identification of the breakup regime

between transitional (jetting) and atomisation cannot be made.

The behaviour of the exiting jet can also be linked to the flow character, being laminar,

transitional or turbulent, which determines the velocity profile across the jet at the nozzle exit.

To determine the flow character the Reynolds number can be used. It describes the ratio of

inertia and viscous forces and can be calculated by

Re =
ρul

µ
(2.6)

where ρ is the density, u the velocity, l the characteristic length and µ the dynamic viscosity.

For experimental pipe flow laminar conditions are assumed for Re < 2000 and turbulent

conditions for Re > 4000, with transitional behaviour in between. With respect to numerical

analysis the transitional flow condition cannot be modelled because of its chaotic character

and a value for the Reynolds number to distinguish laminar and turbulent flow is required.

Versteeg and Malalasekera (2007) indicated that a change from laminar to turbulent flow in

pipes may be assumed at Reynolds numbers of 2000, while Andersson et al. (2011) stated

that this change may be considered at a Reynolds numbers of 2100.

Whilst the Weber number characterises the stability of droplets in relation to relative

velocity and surface tension, it does not take account of viscosity effects to counteract droplet

breakup. The dimensionless Ohnesorge number represents the ratio of viscous forces to

surface tension and inertia forces and can be used to describe the stability of a droplet. It can

also be expressed as a ratio of the square rooted Weber number and the Reynolds number.

Oh =

√

µ

σρl
=

√
We

Re
(2.7)

where ρ is the density, σ the surface tension, l the characteristic length and µ the dynamic

viscosity. Li (2008) explained that energy induced to a moving droplet may be dissipated by

the internal viscous effects inside the droplet and obstructs droplet formation. This behaviour

occurred at high Ohnesorge numbers. On the opposite, low Ohnesorge numbers indicate that

induced energy is converted to surface tension energy and allows formation of droplets. The

Ohnesorge number may be used on its own to assess the droplet formation probability, but Liu
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(1999), Delteil et al. (2011) and Farvardin and Dolatabadi (2013), Agrawal (2013) highlighted

that the breakup regime of a jet can be identified using a Reynolds number vs Ohnesorge

number diagram. An overview of the relation between breakup regimes, Reynolds number

and Ohnesorge number is shown in Figure 2.14. The breakup of a liquid jet with Weber

Fig. 2.14 Indication of breakup regimes as a function of Reynolds number and Ohnesorge

number

(Martínez, 2014)

numbers larger than unity led to a widening of the jet cross-section as shown by Fellouah et al.

(2009). The widening can be expressed as the plume angle or jet opening angle, φ , as shown

in Figure 2.15. The escaping jet from the nozzle may be initially smaller in diameter, but with

increasing distance from the nozzle the jet diameter increases. When the jet diameter exceeds

the gallery inlet diameter only partial entry of the jet occurs, leading to low oil catch ratio and

reduced gallery filling. Kneer and El-Khawankey (2010) indicated that the oil temperature

has a significant effect on the jet breakup. It was shown that at low oil temperatures and high

flow rate only little breakup occurred, leading to a narrow oil jet improving gallery inlet hit

accuracy. In the contrary at higher temperatures with lower flow rates an increase the breakup

was noticed, leading to an increase in plume angle and reducing hit accuracy. This may have

negative effects on the gallery filling.

Besides the natural breakup of a jet, pulsating flow can also encourage breakup, as

mentioned by Eggers and Villermaux (2008). Manring and Kasaragadda (2003) and Huang

40



Chapter 2. State of Technology and Knowledge

Fig. 2.15 Jet opening angle and jet layers

(Fellouah et al., 2009)

and Lian (2009) stated that external spur gear pumps, as found in engines, produced time

dependent pulsating flow. The magnitude of pulsation depended strongly on the design of

the oil pump. Pumps with relief grooves reduced the pulsation magnitude significantly and

produced a flow with almost absolute positive sinusoidal variation. Huang and Lian (2009)

experimentally determined peak flow rate fluctuations of 4.0% above and 7.1% below from

the mean flow rate for an external spur gear pump.

Pulsating flow behaviour also occurs from vane type pumps. Harrison et al. (2014) showed

that an interruption of delivery occurs as the vanes move from the suction side to the delivery

side and vice versa. This resulted in volumetric flow pulsation, although values were not

disclosed. Pulsating vane pump mass flow behaviour was also determined by Jones et al.

(1998), He and Kong (2013) and Zanetti-Rocha et al. (2013). It was shown that the pulsation

of the flow rate from the average flow rate depended very strongly on the rotational speed,

delivery pressure and the design with respect to number of vanes and dimensions. The analysis

of aforementioned publications on vane pumps also highlighted that no comparable pulsation

pattern between investigations were found and the design of the individually studied pumps

must be very influential on the behaviour.
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2.5 Environmental concerns and gallery filling

2.5.1 Parasitic losses from piston cooling

The drive for improved fuel economy attracts attention not only of primarily necessary

systems, such as camshafts, but also of secondary systems, such as oil pumps. Although

necessary to deliver the engine with lubricant, the oil pump also supplies the nozzles for

piston cooling. While delivering oil to the bearings of the engine, some of the oil flow is

redirected towards the cooling nozzles.

Lasecki and Cousineau (2003) determined that the amount of oil ejected from the cooling

nozzles was as high as 12% of the total flow for a heavy-duty diesel engine with a specific

flow rate of 8 l/min. A performance comparison of a conventional and electrically driven oil

pump found that power requirement on the pump could be reduced the by 50%, as the flow

rate may be adapted to the actual flow requirement. Staley et al. (2007) indicated that the oil

pump constitutes between 1% and 3.5% of engines fuel consumption and proposed the use of

variable flow oil pumps to address the flow demand more accurately. This was also proposed

by Loganathan and Govindarajan (2011), who concluded that variable flow pumps would

yield larger gains that optimisation of fixed flow rate pumps.

It highlights that the maximum performance gains from variable flow rate pumps could

only be harnessed, if the flow rate was adjusted accordingly to the requirements. Continuously

feeding oil to the cooling gallery would require higher flow rates than the actual demand for

filling. Less may mean more in the sense that a lower oil flow rate from the pump could reduce

losses, while lower flow rates lead also to reduced jet breakup and possibly increased oil catch

rate of the gallery for better gallery filling. It should also be noted that cooling of pistons

is not always required, but only during high power demand from the engine. Switch-off of

cooling jets may be implemented as well to reduce pumping losses.

2.5.2 Effects on oil during engine operation

Piston cooling may be a major concern to performance improvement engineers, but further

issues arise through the use of the engine oil as coolant. The main task for the oil is to lubricate

the engine. At high temperature the oil changes its molecular structure and the long-chain
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molecules required for lubrication are broken down (cracked), reducing the lubrication ability

of the oil and leading to potential engine failure.

Moritani and Nozawa (2003) measured temperatures at the piston ring land as high

as 170° C. This was usually no temperature to be concerned about, but due to the high

concentration of hydrocarbons and oxygen from the combustion chamber the degradation rate

of the oil accelerated. Pan et al. (2005) mentioned that prolonged exposure of the oil to high

temperatures can lead to carbon deposits on the piston leading to higher fuel consumption and

increased blow-by at the piston rings. Phillips (2006) also stated that at temperatures above

300° C thermal degradation combined with oxidation occurred, especially referring to the

piston ring zone of diesel pistons.

Moritani and Nozawa (2003), Phillips (2006) and Kim and Park (2012) also linked

degradation to pressure, stating that an increase in pressure increased the degradation rate.

This was particular the case in diesel engines with high cylinder pressures, although the high

combustion pressures may not occur at the piston rings. The result of the oil degradation was

increased wear due to oil thinning, also known as dieselization.

Alternative fuels, such as biodiesel, also caused dilution of oil used to lubricate and cool

as shown by Fang et al. (2007), Tsuji and Neto (2008), Steinschütz et al. (2010) and Zha et al.

(2012). The reduced oil quality led to increased engine wear. Zha et al. (2012) showed that the

use of bio-diesel blends increased the temperature of soot inside the cylinder (10° C to 30° C

higher) and the formation of localised high intensity soot clouds. The high soot temperature

increased the oxidation of the soot in the exhaust system (after being expelled from cylinder)

with excess air, leading to fewer emissions, but the higher temperature in the cylinder led to

increased heat radiation to the piston and other components and potential contamination of

the oil film on the cylinder walls.

2.6 Summary

This chapter introduced the reasons, needs and requirements for piston cooling. For further

improvement of diesel engine output performance the cylinder pressure needs to be increased,

requiring higher material strength. This means that piston temperature must be reduced, or, if

not possible, at least controlled to a limit, relying heavily on reliable heat transfer. Therefore

piston cooling is a vital part of engine thermal management to guarantee reliable operation
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with maximum fuel efficiency and minimum emission impact. Modern diesel engines require

active cooling of the piston, employing internal cooling galleries to extract heat specifically

at high temperature areas, such as combustion bowl rim, pin boss and ring carrier. The

knowledge of the heat transfer coefficients is critical to assess the thermal conditions and

subsequently resulting temperatures. Heat transfer coefficients depend also on the gallery

filling level in terms of the thermal inertia of the oil to extract heat, but also on bulk flow

speed, as this controls the speed and amount of heat that can be transferred.

The majority of investigations on internal gallery flow and heat transfer referred to large

cylinder sizes of 2000 cm3 or above. Pistons for smaller engine sizes, as found in passenger

vehicles, with cylinder volumes of approximately 500 cm3 are mainly investigated with focus

on temperature measurements. The majority of analyses conducted use numerical techniques

(simulations) to determine the heat transfer coefficient. Heat transfer, piston temperatures and

gallery filling show strong inter-relations. The problem arises with the validation of numerical

results. While temperatures can be validated reasonable well through direct measurements on

operating engines, the heat transfer coefficients are virtually impossible to determine directly

through measurements.

The direct measurement of the oil fill level inside the cooling gallery of an operating

engine is also virtually impossible due to lack of suitable sensors and technique, as any

variation in temperature will change the properties of the oil and therefore the flow behaviour.

It was shown that flow behaviour can be determined, when transparent piston and gallery

models are created and tested outside engines with high speed video equipment. The findings

from isothermal tests have highlighted a further issue, adding to the complexity of the problem.

The flow inside the gallery is not steady, but of highly transient behaviour, making comparison

of results between experiment to simulation even more difficult.

Although there are shortcomings in the validations of numerical models, these are still the

most efficient way for design improvements. A clear assessment of the reliability, constraints

and limitations of numerical analysis with regards to experiments would be beneficial, while

also obtaining information about the filling and flow behaviour inside the gallery itself.

Through the literature the most influential parameters concerning gallery filling were iden-

tified. The strongest effects were attributed to engine speed and oil flow rate, while geometric

features on gallery, nozzle and engine were seen as less influential, but not insignificant.
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Computational Fluid Dynamics (CFD) software is widely used nowadays to solve complex

flow phenomenon. This chapter is concerned with the theory and requirements of numerical

methods to solve flow phenomenon in general and multi-phase flow in particular. It is aimed

to introduce the reader to the principles of numerical flow modelling and to highlight some of

the consideration of the selection in the model development process.

The principles of fluid flow modelling are set forth and specific considerations relating

to the problem to be investigated are explained and discussed, concerning the subjects of

meshing, turbulence, time dependence, multi-phase flow, interface tracking and boundary

conditions. Relations to published work on piston cooling are made where possible to

emphasise the importance of described methods and to support the selection process of

modelling techniques with regards to the problem. Occasionally reference is made to specific

conditions or requirements of the software used. These are then explicitly stated. The software

used in this study was ANSYS Fluent V14 ©.

3.1 Introduction and Governing Equations

The bases of most computational fluid dynamic simulations are the Navier-Stokes-Equations,

which describe the flow within a domain based on conservation of mass, momentum and

energy. Thereby the equations consider three spatial directions, namely the x, y and z direction

for 3–dimensional domains and time, t.

Mass conservation

For a given volume of specified size the mass continuity has to be satisfied, meaning that no

mass can be generated or lost and inflowing or outflowing masses have to be reflected by the

increase or reduction in mass within the volume. This is dealt with by the mass continuity

equation. The equation can be written in a differential form Versteeg and Malalasekera (2007)
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for an infinitesimal small control volume as

∂ρ

∂ t
+

ρ∂ (u)

∂x
+

u∂ (ρ)

∂x
+

ρ∂ (v)

∂y
+

v∂ (ρ)

∂y
+

ρ∂ (w)

∂ z
+

w∂ (ρ)

∂ z
= 0 (3.1)

where ρ is the density and u, v, w are the velocities in the x, y, z direction respectively. The

equation may be written in short vector notation as

∂ρ

∂ t
+∇(ρui) = 0 (3.2)

As mass is a scalar only one equation is required. This equation is valid for compressible and

incompressible flows, as it accounts for changes of velocity and density with regards to time

and space. In the case of incompressible flow, where the density is constant throughout the

control volume, the differentials of density are zero and the equation reduces to

∂ (u)

∂x
+

∂ (v)

∂y
+

∂ (w)

∂ z
= 0 (3.3)

Momentum conservation

Momentum is a vector and therefore requires the evaluation in the specific directions. In a

Cartesian coordinate system the directions are x, y and z, hence there are three momentum

equations. For the x–direction the equation (Versteeg and Malalasekera, 2007) is

∂ (ρu)

∂ t
+∇(ρuui) =−∂ p

∂x
+

∂τxx

∂x
+

∂τyx

∂y
+

∂τzx

∂ z
+SMx (3.4)

with τ being the stresses in the fluid and SMx a source term accounting for gravitational and

body forces acting on the fluid. For Newtonian fluids there occur three normal stresses

τxx = λ (∇ui)+2µ
∂u

∂x
, τxx = λ (∇ui)+2µ

∂v

∂y
, τxx = λ (∇ui)+2µ

∂w

∂ z
(3.5)

and six shear stresses

τxy = τyx = µ

[

∂v

∂x
+

∂u

∂y

]

, τxz = τzx = µ

[

∂u

∂ z
+

∂w

∂x

]

, τzy = τyz = µ

[

∂w

∂y
+

∂v

∂ z

]

(3.6)
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whereby µ is the dynamic viscosity and λ is the second viscosity coefficient, with the relation

λ =−2/3µ (3.7)

The complete momentum equation then becomes

∂ (ρu)

∂ t
+∇(ρuui) =−∂ p

∂x
+

∂

∂x

(

λ (∇ui)+2µ
∂u

∂x

)

+
∂

∂y

(

µ

[

∂v

∂x
+

∂u

∂y

])

+
∂

∂ z

(

µ

[

∂u

∂ z
+

∂w

∂x

])

+SMx (3.8)

The simplified equations of momentum conservation in y–direction and z–direction are

∂ (ρv)

∂ t
+∇(ρvui) =−∂ p

∂y
+

∂τxy

∂x
+

∂τyy

∂y
+

∂τzy

∂ z
+SMy (3.9)

∂ (ρw)

∂ t
+∇(ρwui) =−∂ p

∂ z
+

∂τxz

∂x
+

∂τyz

∂y
+

∂τzz

∂ z
+SMz (3.10)

Energy conservation

The energy equation evaluates all energies transferred across the boundaries of the volume.

The energy is regarded as a scalar, hence there is a single equation. The equation includes

energy due to work on the control volume (e.g. from pressure on the fluid or shear), heat

transfer (from external sources and from internal heating, such as viscous heating) and the

change of internal energy (on a molecular basis and from the flow itself). The equation can be

written for total energy as (Versteeg and Malalasekera, 2007)

∂ (ρE)

∂ t
+∇(ρEui) = +

∂

∂x

(

k
∂T

∂x

)

+
∂

∂y

(

k
∂T

∂y

)

+
∂

∂ z

(

k
∂T

∂ z

)

− ∂ (pu)

∂x
− ∂ (pv)

∂y

−∂ (pw)

∂ z
+

∂ (uτxx)

∂x
+

∂ (uτyx)

∂y
+

∂ (uτzx)

∂ z
+

∂ (vτxy)

∂x
+

∂ (vτyy)

∂y

+
∂ (vτzy)

∂ z
+

∂ (wτxz)

∂x
+

∂ (wτyz)

∂y
+

∂ (wτzz)

∂ z
+SE (3.11)
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The above equation contains a general description of energy in the variable of E. Ex-

pressions for kinetic energy, as well as internal energy can be written explicitly. Additional

sources are covered through the source term SE .

It may be noted that the momentum and energy equations, although suitable for compress-

ible time-dependent flow, do not take turbulence into consideration.

Flow domain

The above equations are solved for a finite number of control volumes, representing the flow

domain, as shown in Figure 3.1. The entirety of the control volumes is also called mesh. The

following methods can be used to consider the control volumes in the flow domain:

• Lagrangian method,

• Eulerian method, and

• Lagrangian-Eulerian method.

Fig. 3.1 Terminology of basic flow domain boundaries and treatment

The Lagrangian method considers the control volumes to be material parcels of fixed mass

travelling along a flow path, while the Eulerian method generally uses control volumes of

fixed size and position through which the flow passes. Both methods may be combined to

utilise the advantages, which led to the Lagrangian-Eulerian method.

Hirt and Nichols (1981) stated that discontinuities occur on the boundary of the surfaces

involving free phase flows, such as two-phase flow. For such multiphase flows Hui and

Xu (2012) stated that the Lagrangian method would be better suited, as it allows the sharp

modelling of interfaces, with the control volumes containing only one phase with clear

boundary surfaces, as shown in Figure 3.2a. The phases interface is represented by the

boundaries of control volumes, where both phases connect. The Eulerian method considers

48



Chapter 3. Numerical Methods

the phases as passing media through the control volumes, causing a blurring of the interface,

as shown in Figure 3.2b. This leads potentially to inaccuracies in the solution with coarse

meshes and requires special modelling, or tracking, of the interface inside the cells. Although

the Lagrangian method may appear as more suitable for multi-phase flow, Donea et al. (2004)

indicated that problems arise, when large deformations of the control volumes occur, e.g.

due to high vortices or shear flows. This requires constant reproduction of the flow domains

control volumes, which increases simulation time. As a consequence the Eulerian method

is more suitable to deal with this problem due to the fixed control volumes in space and

size. The flexible mesh of the Lagrangian method with its sharp interfaces and the Eulerian

Fig. 3.2 Lagrangian mesh and Eulerian mesh for multi-phase flow considering identical

volumes of liquid (red) and gas (blue)

method with improved calculation time led to a combination of both, resulting in the Arbitrary

Lagrangian Eulerian (ALE) method. The flow can be modelled in the flexible mesh as a

function of position and time and is then transferred to the fixed mesh for solving, being

finally transferred back to the flexible mesh for post processing. Such a method was used

by Fu et al. (2006) investigating the cooling effect inside a reciprocating piston gallery. The

investigation, however, was conducted with air as the cooling medium (single–phase only)

and in 2–dimensional space. The disadvantage of this process was mainly in the transfer

mechanism between methods, requiring analytical functions to be developed specifically for

this application. It was therefore not considered as a viable option for this study.

3.2 Volume meshing

To obtain values for the flow field variables, such as velocities, temperatures and pressure,

the flow domain is split into cells (control volumes in 3D), also known as the mesh. Meshes
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can be divided into a number of categories, whereby a flow domain geometry can be meshed

with structured, unstructured or hybrid meshes, as shown in Figure 3.3. The advantages of

Fig. 3.3 Different types of meshes

structured meshes are in the connection and interactions of cells with each other, which leads

to an efficient and accurate representation of the flow field. The problem arises with complex

geometries, where these cells may become extremely deformed (skewed). Unstructured

meshes allow easy meshing of complex geometry. The connection between cells is more

random (not aligned with flow direction) and extra information about the cell connection is

required. This increases the memory demand and leads to higher computational expense. The

application of hybrid meshes uses the advantage of both mesh types, where the structured mesh

is employed on simpler areas of geometry and complex areas are covers with an unstructured

mesh.

Three are various shapes of the cells, namely hexahedrons, wedges, pyramids and tetra-

hedrons, as shown in Figure 3.4. These are all for 3–dimensional space. Equivalent of

hexahedrons and tetrahedrons exits in 2–dimensional space and are namely squares and trian-

gles respectively. While hexahedral cells are predominantly used for structured 3–dimensional

meshes, tetrahedrons are used for unstructured meshes, although structured meshes are possi-

ble. Ferziger and Peric (2002) and Peric (2004) stated that hexahedral cells provide the best

Fig. 3.4 Cell types in 3–dimensional space

performance in terms of efficiency and accuracy as compared to tetrahedral cells, but also

acknowledges that the generation of high quality structured meshes are difficult to achieve,
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if at all. At least three quality indicators of the mesh cells should be considered, orthogonal

quality, skewness and aspect ratio.

The orthogonal quality relates to geometric relationship of neighbouring cells with respect

to their cell centres and cell boundaries across which fluxes are calculated. Ferziger and Peric

(2002) explained that although complex geometry shapes led generally to non-orthogonal

meshes, the aim should always be to create meshes as orthogonal as possible, highlighting the

importance of the angle between a cell surface normal vector and the vector of cell centres of

neighbouring cells sharing that face. The reason can be found in the higher truncation error

on non-orthogonal (and non-uniform) grids and increased interpolation errors. Juretic (2004)

also showed that the truncation error is minimal for orthogonal meshes improving the order

of accuracy. The orthogonal quality Qo can be determined by

Qo =

−→
Ai ·

−→
fi

|−→Ai | · |
−→
fi |

or

−→
Ai ·−→ci

|−→Ai | · |−→ci |
(3.12)

where Ai is the face normal vector, fi the vector from the cell centre to the face edge and ci

the vector between neighbouring cell centres, as shown in Figure 3.5. The calculation has

to be performed for all cells and faces in the flow domain and the lowest value will be used

for the quality assessment. Orthogonal meshes will return only values of 1 indicating the

highest quality, while non-orthogonal meshes have values lower than unity with the poorest

quality mesh returning values near zero. The skewness relates to the angular deviation of the

edges of a faces from its equilateral angles. On quadrilateral faces, as found on hexahedrons,

the equilateral angle in 90°. The lowest skewness and therefore best quality is represented

for values of 0, while highly skewed faces return a value of 1. Bakker (2012) stated that for

hexahedral cells that values of above 0.85 should be avoided.

Another measurement of mesh suitability is the aspect ratio of the cells. It is the ratio of

the longest edge to the shortest edge of the cell and has the optimum value of 1. Hexahedral

cells may be adjusted (or trimmed) in shape allowing one dimension of the cell being longer

in the direction of flow, increasing the aspect ratio (Bakker, 2012). The increased length in

the flow direction allows for larger simulation time steps for transient flow modelling and

therefore reduced calculation time. Although one dimension of the cell changes, this does not

necessary increase the cell skewness, if the cell angles remain near constant. Such trimmed

51



Chapter 3. Numerical Methods

Fig. 3.5 Vectors used to determine orthogonal quality

(ANSYS, 2013a)

cells are especially necessary useful, where larger velocity gradients are apparent, e.g. normal

to walls.

If effects of surface tension are of high importance, then a 3–dimensional hexahedral

mesh should be employed, as the tetrahedral mesh may produce inaccurate results (ANSYS,

2011). Structured meshes are preferred for faster calculation and the potential use of Graphic

Processing Units (GPU) on graphic cards as solver cores, as these can reduce simulation

time and have a significant lower cost per solver core in comparison to Central Processing

Units (CPU). Corrigan et al. (2009) have employed GPU’s successful on an unstructured

mesh modelling flow over a wing profile and determined reductions in simulation time as

high as 100%. Despite the potential gains, Slagter (2014) stated that the use of GPU’s is at

the moment unsuitable for transient simulations.

3.3 Volume phase modelling and interface tracking

As mentioned in the previous section, the mesh representing the flow domain can be im-

plemented using the Lagrangian or Eulerian method. The software used in this study uses

the Eulerian mesh method and only models for multiphase flow on a fixed mesh will be

considered.
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Brennen (2005), Andersson et al. (2011) and Bakker (2012) highlighted the most common

models to simulate multiphase flows as:

• Euler–Lagrange (for dispersed phase),

• Euler–Euler,

• Mixture (or algebraic slip mixture model, ASMM),

• Volume–of–Fluid (VOF) and

• Level–Set (LSM).

The Euler–Lagrange model considers one fluid as a continuous phase and the second phase as

a dispersed phase, whereby the second phase is considered as individual particles. For each

particle the path of movement is modelled, as well as interactions with the continuous phase.

With increasing volumetric content of the secondary phase the computational demand also

increases. Chen (2004) stated for bubble laden flow that the computational power requirement

can not only be linked to the mesh size, but also to the number of bubbles to be tracked in the

flow. This is the main disadvantage of the model, which was also explained by Andersson

et al. (2011).

The following multiphase flow models have in common that the sum of all phase fractions

in each cell need to be unity or mathematically expressed as

n

∑
q=1

αq = 1 (3.13)

where q is the phase identifier, n is the number of phases present in the domain and αqq is the

volume fraction identifier. The volume fraction identifier represents the amount of a particular

phase in a cell and takes values from 0 (cell empty of phase) to 1 (cell full of phase). The

multiple phases also lead to an expansion of the continuity equations for mass, momentum

and energy. The modified mass conservation equation was used as an example for the below

explained models. Tryggvason (2010) also explained that the momentum equations may be

expanded by an additional term involving the interface forces, whereby the force may include

drag, lift, gravitational, pressure or any other force. Such additional forces could be included

into software code as user defined functions for enhancement of the breakup of free jets or

formation of bubbles and droplet due to coalescence.

The Euler–Euler model is suitable for the majority of mixing flows, but especially for

flows with phase interaction, where exchange of momentum occurs. This model is also very
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demanding on computational power and memory, as continuity and momentum equations

have to be solved for each phase individually. The advantage is that it allows for better

tracking of phase changes and interphase drag and lift coefficients. Wang et al. (2015) used

the model to determine the flow inside a closed gallery-like model and found it superior to the

VOF model in predicting the flow behaviour. It was implied that the model performed better,

as three phases were modelled, a solid one for nano-particles, a liquid one for water and a

gaseous on for air. Here the momentum interaction between phases plays a crucial role. The

mass conservation equation is

∂

∂ t
(αqρq)+∇(αqρquq) =

n

∑
p=1

(ṁpq − ṁqp) (3.14)

Where p and q are the index referring to the number of phases, ρq is the density, uq the

velocity, ṁ the mass transfer between phases from q to p and p to q. Needless to say that

for two phases two sets of equations have to be solved, increasing memory and processor

demand.

The Mixture model is a variety of Euler–Euler model and allows penetration and mixing

of the phases, being better suited for mixing flows where no clear phase separation is present,

such as in particle laden flow and dispersed small bubbles flows. The model employs mixture

equations for momentum, continuity and energy, while also containing extra equations to

calculate the secondary phases, from which relative velocities of the phases can be determined.

It is simpler that the Eulerian model due to the reduced number of equations, but more

demanding than the VOF model, although sharing some commonalities, such as a single

momentum equation for the phases. The mass conservation equation is

∂

∂ t
(ρm)+∇(ρmum) = 0 (3.15)

where the mixture velocity and mixture density can be determined by

um =

n

∑
p=1

(αpρpup)

ρm
and ρm =

n

∑
p=1

(αpρp) (3.16)
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The solving of one set of continuity equations leads to reduced computational demand and

shorter simulation times as compared to the Euler–Euler model.

The Volume–of–Fluid (VOF) model is based on developments by Hirt and Nichols (1981).

It allows the tracking of phase interfaces and is suited to flows where the fluids do not mix

(immiscible) and the position of the interface is of interest. This includes open surface flows,

as well as jet breakup and large bubble flow. The model uses a single mass conservation

equation in the form of

1

ρq

[

∂

∂ t
(αqρq)+∇(αqρquq) =

n

∑
p=1

(ṁpq − ṁqp)

]

(3.17)

For accurate interface tracking additional models are required, especially for strongly curved

interfaces and coarser meshes. The VOF model is the most widely used model to track phase

interfaces, especially for time-dependent solutions (ANSYS, 2011; Bakker, 2012) and was

employed by Pan et al. (2005), Yi et al. (2007) and Wang et al. (2015) for gallery flow analysis.

It is also the least demanding model method with respect to computational power, as only one

set of momentum equations is required. Kositgittiwong et al. (2010) pointed out that the VOF

model has its limitations in the shared equation approach, when high velocity differences

between the phases occur. Furthermore, Andersson et al. (2011) stated that a sufficiently fine

mesh is required for accurate interface tracking, leading to increased memory demand and

computational time, which may offset the gains from its simplicity.

Another method based on the Eulerian flow field is the Level-Set method (LSM). Osher

(2001) stated that the method was primarily developed to compute and analyse the motion of

a surface within a velocity field. The Level-Set relates to a function describing the shape of a

surface in relation to any arbitrary point in the flow domain. For the surface boundary the

solution to the function is zero, while positive and negative values relate to position either

inside or outside the boundary.

Osher (2001) and Ménard et al. (2007) stated the most significant advantage as the

capability of the method to easily compute the splitting and joining of surfaces as found on jet

breakup. A.Berlemont et al. (2012) also stated that geometric information about the surface is

easy to obtain, although this does not necessarily mean easy numerical implementation. The

main disadvantage is that it is not mass conserving in under–resolved regions, where large

stretching of the surface occurs, as stated by Ménard et al. (2007). This was also stated by
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A.Berlemont et al. (2012) and the reason was found in the re-distancing algorithm required

for strongly stretched surfaces.

Alternatively the Level-Set method may be coupled with the VOF method to utilise the

benefits of the accurate interface tracking of the LSM with the mass conservative solution of

the VOF, as shown by Ménard et al. (2007) and A.Berlemont et al. (2012) for jet breakup

investigations.

The models described above may be used to predict the location of the phases within the

flow domain and also for the interface tracking, although lacking the accuracy of the precise

representation of the interface position. More accurate interface reconstruction schemes were

developed that link with the VOF model. Common interface reconstruction schemes are:

• Compressive scheme,

• Compressive Interface Capturing Scheme for Arbitrary Meshes (CICSAM) scheme,

• Higher Resolution Interface Capturing (HRIC) scheme,

• Simplified Line Interface Calculation (SLIC) scheme and

• Piecewise-Linear Interface Calculation (PLIC) or geometric-reconstruction scheme.

Although all of these schemes can be used for interface reconstruction, not all of them are

suitable for the problem under investigation. ANSYS (2011) recommended for cases where

sharp interface between phases are important the Compressive, PLIC or CICSAM schemes.

Seo (2014) identified the same schemes to produce sharp and accurate interfaces. It was also

highlighted that these schemes had the disadvantage of long computing times and demanded

high quality meshes with low skewness. Besides accuracy and sharpness of the interface,

computational time and stability of the simulation were also identified and key factors for the

selection of the interface tracking scheme.

Waclawczyk and Koronowicz (2006) showed for a breaking wave problem that the VOF

model with the CICSAM and the HRIC schemes provide good comparison results to the Level-

Set model with regards to shape preservation and interface capturing, but also highlighted the

strong dependency of the time step of the transient solution. Waclawczyk and Koronowicz

(2008) expanded their previous study and compared results from experimental investigations

of forced water sloshing within a tank to simulation results using the VOF model with the

CICSAM and HRIC scheme. Both models were found to provide initially good comparison of

the main flow features, although with increasing sloshing periods the accuracy of the flow
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features deteriorated slightly as a result of the increasingly dispersed flow. It was also noticed

that the CICSAM scheme produced a sharper interface. Unfortunately no specific information

was provided for both cases on the computational time requirement.

The Piecewise-Linear Interface Calculation (PLIC) scheme reconstructs the interface

within a cell that contains at least two phases, reducing the diffusion of the interface by

keeping the interface within one cell. Rider and Kothe (1995) stated that the PLIC scheme

outperforms several VOF methods, including SLIC. In their investigated cases the interface

remained sharp, although larger cells delivered less accurate results due to the linear character

of the reconstruction, when a strong interface curvature occurs within a cell. It was also stated

that lost curvature information from the linearization could not be recovered and only a refined

mesh can improve results, whereby linearization errors may still remain on a cell level. Zhang

et al. (2014) also stated the sharp interface maintaining as an advantage, but described the

processes involved as complicated and challenging for unstructured 3–dimensional meshes.

The accurate capturing of interface dynamic requires the inclusion of the surface tension

modelling. Two methods to implement surface tension were available, namely the Continuum

Surface Stress (CSS) method and the Continuum Surface Force (CSF) method.

The continuum surface force (CSF) method was proposed by Brackbill et al. (1992) to

overcome the difficulties in modelling the interface with complex shapes. It is stated that the

force at the interface is not considering the boundary of the phases as a discontinuity, but

rather as an interface with finite thickness representing the transition from one fluid to another.

It is therefore modelled as a volume force and is submitted to the momentum equation as a

source term. The surface force has to be determined for each surface pair, even including

separation of different materials within a phase, e.g. oil water flow, which allows a wide range

of applications. For two phases in direct contact the conditions are identical on both sides and

the force equation can be given as (Andersson et al., 2011; ANSYS, 2011)

FCSF = σsκ∇α (3.18)

where σ is the surface tension, κ the surface curvature and α the volume fraction. As the

interface is treated as a continuum, rather than a discontinuity, a requirement is that the

thickness of the interface layer is sufficiently small to capture the curvature of the interface

accurately.

57



Chapter 3. Numerical Methods

The continuum surface stress (CSS) calculates the surface force based on the divergence

of the capillary stress tensor as stated as stated by Boger et al. (2010), Sultana (2012) and

Albert et al. (2012). The force can be calculated from

FCSS = ∇T = ∇σs

[

|∇α|I − ∇α ×∇α

|∇α|

]

(3.19)

where T is the capillary stress tensor and I a unit tensor. The advantage of the CSS is that it

avoids the explicit calculation of curvature of the interface and relies mainly on the gradients

of the volume fractions. For gravity-driven wall-film flow Albert et al. (2012) also stated that

the internal vortex structure of the flow was predicted insufficiently accurate, which can affect

results of heat and mass transfer simulations.

It may be noted that there are two interfering methods involved affecting the shape and

position of the interface. Outside the gallery the breakup of the jet and formation of droplets

follow the physical principle involving the surface tension. Sirignano (1999) states that for

Weber numbers below a critical value the surface tension controls the distortion of the surface,

dominating the aerodynamic forces which tend to disintegrate the surface. This behaviour was

also shown by Delteil et al. (2011), where surface tension is used to predict Rayleigh breakup

with low velocity differences between phases. Here the implementation of the surface tension

does play a crucial role.

Inside the gallery the case is different. Pan et al. (2005) stated that the velocities at the

interface maybe assumed as nearly identical and air resistance at the interface is less of a

driving factor of the breakup. The shape of the phase interface surface inside the gallery

may be more dictated by externally created forces on the flow, such as gravitational and

acceleration forces from gallery movement. These are implemented as body forces. Bush

and London (1965) stated that the influence from the piston acceleration is at least four times

higher in comparison to the gravitational force. Surface tension may play an even smaller role

inside the gallery, but may still be considered.

3.4 Transient modelling

A time-dependent solution is required for all transient flow conditions. The time advancement

step is of high importance to reach stable and converged solutions. If the time step between
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calculation time points is too large, the flow may pass through a large number of control

volumes and some effects may not be treated or considered, potentially leading to inaccuracies

or even solver instabilities. There are two methods to introduce time stepping, namely an

implicit scheme and an explicit scheme.

The implicit scheme calculates flow variable values at the present (new) time step by

considering previous and present time step values. This makes this approach very stable with

regards to the size of the time step. Although this allows for large time steps and therefore fast

approach of solutions, the solving process requires intermediate iteration steps with regards

to the interaction between pressure and velocity field in the domain, which increases the

calculation time and memory requirement.

The explicit scheme calculates the flow variables at the present time step based only on

previous time step values. This strongly limits the time step size and may lead to longer

simulations times. Employing the geo–reconstruct scheme for the interface tracking requires

the explicit VOF model.

The pressure and velocity field need to be corrected for each time step calculation and

various methods and algorithms are available. The SIMPLE (Semi Implicit Method for

Pressure Linking Equations) scheme is one of the most common approaches. Versteeg and

Malalasekera (2007) stated that the transient SIMPLE scheme and its derivatives are implicit

schemes that need to be solved iteratively at the end of each time step. Marshall and Bakker

(2001) and Tu et al. (2012) explained that for the solving the momentum equation the pressure

distribution is only guessed or used from the converged solution of the previous time step. A

pressure field correction equation based on the mass continuity equation is solved after the

momentum equation. The corrected pressure field can then be used to correct the velocity

field, which in turn can be used to solve the momentum equation. This process is repeated

until a sufficient accurate solution is obtained. An alternative method is the transient PISO

(Pressure Implicit with Splitting of Operators) scheme. It is a non–iterative algorithm solved

at the end of each time step, which can help to speed up the solution process. Issa (1986)

showed that for small time steps the PISO scheme can produce sufficient quality results.

The selection of the time step is governed by the Courant–Friedrichs–Lewy conditions,

expressed in the Courant–Friedrichs–Lewy number (CFL number). It determines the max-

imum time step viable to obtain stable and correct solutions of explicit time schemes. The
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time step can be calculated as

∆t =
CFL ∆x

u
(3.20)

where ∆x the directional control volume length and u the directional flow velocity. Bhaskaran

and Collins (2013) state that the explicit scheme is stable for CFL numbers ≤ 1. Although

the CFL number should not exceed unity, it should be small enough to capture the interface

accurately, but should also be large enough to reduce computational time, allowing in some

instances to increase the CFL above unity. A too large CFL number can lead to solver

divergence, especially with regards to mass continuity.

3.5 Turbulence modelling

The equations of mass continuity, moment and energy may be used to describe turbulent

flow. Turbulent eddies, or vortex-like movement, in fluid movement possess a characteristic

length and time scale. Large turbulent eddies break into smaller eddies through dissipation

of kinetic energy. The process of breakdown eventually reaches the eddy sizes, where the

viscous forces become higher than the inertia forces. This is the Kolmogorov scale, which

refers to the smallest turbulent eddies, as shown in Figure 3.6. Andersson et al. (2011) stated

size and lifetime of some smallest scale eddies as 50 µm and 5 ms respectively. Theoretically

the mesh must be fine enough the capture such small eddies, if only above equations were

to be used to predict flow and to capture turbulent effects correctly. The use of such fine

Fig. 3.6 Turbulence scales in flow

meshes and time steps led to Direct Numerical Simulation (DNS), but this comes at a high

computational cost. Shinjo and Umemura (2010) modelled the breakup of a liquid jet,

including the formation and tracing of break-away droplets using DNS. The simulation was
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contained within a domain size of 14.6 mm x 4.5 mm x 4.5 mm at a grid size of 0.35 mm at

the finest resolution. This amounted to a total of 6 billion cells, a problem size only suitable

to be solved by supercomputer. Although 5760 cores were used, the simulation still required

410 hours to provide a full set of solutions. A.Berlemont et al. (2012) also showed the

capabilities of DNS to solve the breakup of liquid gasoline jet. Based on a domain size of

0.36 mm x 1.44 mm x 1.44 mm and mesh size on 1.44 µm, totalling 256 million cells, the

typical simulation time was given with 20 hours on 1024 cores and 2000 time steps. It can

be seen that the resulting computational demand and therefore cost implications limit the

application to few problems.

Alternative models to introduce turbulence on larger mesh sizes were developed. Vectorial

flow properties, such as velocity or momentum, need to be considered in the x, y and z direction

for a Cartesian coordinate system. For laminar flow conditions, where no fluctuations of

velocities occur, the determined velocities are the time averaged velocities for the solved time

step at any location and time. Considering the x–direction only and turbulent conditions, the

velocity u consists of a mean flow velocity and velocity fluctuation due to the turbulence and

can be expressed as

u =
1

∆t

∫ ∆t

0
ū(t)dt +

1

∆t

∫ ∆t

0
u′(t)dt = ū+u′ (3.21)

whereby ū is the mean velocity, u′ the fluctuation velocity and ∆t the time step interval. For the

y and z direction the respective equations can be found. The momentum equation containing

velocity differentials in the form of ∇(ρuui) requires the inclusion of the velocity fluctuation

with

∇(ρuui) = ∇(ρuui)+∇(ρu′u′
i) (3.22)

with

∇(ρu′u′
i) =

∂ (ρu′u′)
∂x

+
∂ (ρu′v′)

∂y
+

∂ (ρu′w′)
∂ z

(3.23)

The solving of these extra terms by integration will lead to three additional normal stresses

and six additional shear stresses of the form of

τxx =−ρu′2 and τxy = τyx =−ρu′v′ (3.24)
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to represent just three. These are known as Reynolds stresses. The time averaging and

inclusion of the Reynolds stresses leads to Reynold-Averaged Navier-Stokes (RANS) models,

which are also known as the k− ε −model and its derivatives, where k is the turbulent kinetic

energy and ε the turbulence dissipation. The turbulent kinetic energy per unit mass can be

calculated with

k =
1

2
(u′2 + v′2 +w′2) (3.25)

where u′, v′ and w′ are the velocity fluctuations, and the energy dissipation with

ε =C
3/4

µ
k

3/2

lt
(3.26)

where Cµ is a dimensionless constant and ls the turbulent length scale of the eddies. Versteeg

and Malalasekera (2007) stated that the length scale can be estimated as ls = 0.07L with the L

being the characteristic length.

Another quantification of the turbulence is found in the turbulence intensity, expressed as

I =
u′

ū
=

√

2/3k

ū
(3.27)

It can be used to determine the turbulence of flows entering the domain when conventional

calculations of the flow field based on fluctuation between cells is not possible.

Although the standard k− ε −model is one of the most widely used models, due to its

robustness, ANSYS (2011) stated that it has shown shortcoming with regards to swirling

flows and axisymmetric jets. The dissipation equation is not suitable to describe the shear in

certain circumstances accurately, e.g. at lower Reynolds numbers, where the turbulence is

not isotropic. In order to overcome this problem, Shih et al. (1995) proposed the realizable

k− ε −model. The model does not use a constant value for Cµ . It is calculated as

Cµ =
1

A0 +As
kU?

ε

(3.28)

where U?, A0 and As are derived constants from the angular velocity of the turbulent field

(ANSYS, 2011).

For completeness some alternatives to the above models maybe briefly mentioned, namely

the Large Eddy Simulations (LES) and Reynolds Stress equation models (RSM). The lack of
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information about implementation in the field of this study limits the assessment of suitability

and these are therefore not used. LES attempts to solve mainly the larger turbulence eddies

and introduce the smaller eddies back at a sub-grid level. Wang et al. (2008) modelled round

jets with variable density for a single-phase gaseous jet, primarily investigating the evolution

of the jet. The results provided good comparison to experimental data, indicating that LES

may be suitable for modelling round jets with the benefit of larger meshes and therefore

reduce simulation time.

The RSM model contains seven equations to model turbulence. Versteeg and Malalasekera

(2007) explained that the RSM model provided a better description of the Reynolds stresses in

comparison to the k− ε −model, especially for complex flows with large body forces and

complex strain fields. Mahmoud et al. (2010) used the RSM model and k− ε −model to

simulate the evolution of a round co-flowing jet. A comparison of the results with experimental

data concluded that both models predict the jet velocities and turbulence well, although the

k− ε −model required adaption, while still being computational less expensive. This was in

line with Versteeg and Malalasekera (2007), which stated that the increase in computational

load for the RSM model is limiting its application.

3.6 Near-wall flow and treatment

With respect to the problem to be solved the flow friction at the walls had to be considered for

two specific cases, the flow inside the nozzle with single phase flow and the flow within the

gallery as two–phase flow. Generally, the turbulent condition near a wall changes significantly

and needs to be considered carefully. No-slip condition, meaning zero velocity at the wall,

lead to large gradients of flow bound variables. While viscous damping reduces the tangential

velocity fluctuations, kinematic blocking reduces velocity fluctuations normal to the wall

(ANSYS, 2011).

The near-wall region can be subdivided into three sub-layers, as shown in Figure 3.7.

Dimensionless variables are used to describe relevant layer properties. The thickness of the

layer is given as y+ and the mean velocity is given as U+. Both can be determined by

y+ =
ρuτy

µ
(3.29)
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U+ =
U

uτ
with uτ =

√

τw

ρ
(3.30)

where U is the free stream velocity, y the distance from the wall, uτ the wall friction velocity

and τw the wall shear stress.

The change in flow conditions can be represented by separating the region at the wall into

three layers, as show in Figure 3.7. Adjacent to the wall is the viscous sub-layer, where the

flow is nearly laminar and viscous effects are dominant. Andersson et al. (2011) and Tu et al.

(2012) stated that for y+ < 5 the velocity in the layer can be assumed to linearly increase with

the wall distance and follows U+ = y+.

The laminar viscous sub-layer is followed by the buffer sub-layer, where turbulence

is present together with viscous effects, followed by the third fully turbulent layer, where

turbulence plays the major role in the flow conditions. Andersson et al. (2011) suggested the

thickness of the buffer layer with 5 < y+ < 30, followed by a fully turbulent sub-layer with

30 < y+ < 400. Tu et al. (2012) did not imply such a distinction and stated the thickness of

the turbulence sub-layers as 30 < y+ < 500. The velocity in the fully turbulent layer can be

calculated by

U+ =
1

κvK
ln(y+)+B (3.31)

where B is an empirically derived constant and κvK is the von Karman constant. Trinh (2010)

showed that the von Karman constant varies depending on the flow conditions, but also the

surrounding atmospheric conditions. It was found from other studies that the constant can

range from 0.35 to 0.46, but a value of 0.4 is deemed as the universal number.

A common approach to solve the flow in the near-wall zone is through wall-functions,

which ignores the presence of the three different layers and represents the condition near the

wall by employing semi–empirical formulas. The advantages are that the turbulence models

don’t need to be modified (e.g. to account for the laminar conditions in the viscous sub-layer)

and the laminar flow near the wall can be determined for a single mesh layer at the wall,

rather than multiple layers. This improves the calculation speed, as fewer cells need to be

modelled. It is, however, very important to select the correct height of the laminar mesh layer.

The height should fall into the buffer sub-layer. ANSYS (2011) stated a value of 11.225

for y+, which represents the intersection of the linear and logarithmic dimensional velocity
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lines in Figure 3.7. Versteeg and Malalasekera (2007) recommended a value of 11.63, while

Andersson et al. (2011) generally recommended values lower than 30.

Fig. 3.7 The law of the wall

(Andersson et al., 2011)

In order to overcome problem with too low y+ values, a non-equilibrium wall function

model was developed by Kim and Choudhury (1995). The model uses two layer cells to

represent the near-wall region. The mean velocity function was expanded to include pressure

gradients and turbulence kinetic energy in neighbouring cells are taken into account.

Yeoh and Tu (2010) indicated that there is no direct or straight forward rule for what

type of wall function should be applied for multi-phase flow, although non-equilibrium or

enhanced wall-functions are recommended. It was also explained that too strong refinement of

the cells near the wall can even lead to worse results for shear stresses, as artificial turbulences

may be introduced. The rigorous assessment of the more sophisticated wall-functions for

different multi-phase flows was recommended.

Should wall functions fail to predict the flow behaviour near the wall accurately, then

more refined meshing is required, leading to boundary layer meshes. The flow inside the

gallery may be considered as a flow without transverse pressure gradient. This is distinctly

different from pipe flow, where the pressure forcing the flow also produces pressure gradients.

For the determination of the boundary layer dimensions the theory of a flat plate can be used.
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Equation 3.29 can be rearranged to yield the thickness, y, by

y =
µy+√
τwρ

(3.32)

Schlichting (1979) stated that the wall shear stress can be determined by

τw = 0.5 C f ρu2
x (3.33)

where ux is the free steam velocity and C f the skin friction coefficient for flat plates without

transverse pressure gradient. It can be calculated by

C f = (2 log(Rex)−0.65)−2.3 (3.34)

where Rex is the Reynolds number in the boundary layer. It can be calculated as

Rex =
ρuxLBL

µ
(3.35)

where LBL is the distance from the wall at which 99% of the free stream velocity are reached.

Values for y+ may be used accordingly to determine the thickness of the first mesh layer

of the boundary mesh (e.g. y+ = 11.63) and the total thickness of the boundary layer (e.g.

y+ = 300). With the thickness of the first layer known, the thickness of the following layers

can be calculated, whereby a thickness increase of 20% for each subsequent layer can be

introduced, until the total thickness is reached. This approach of a very refined mesh near the

wall increases the mesh size significantly and therefore increases the computation time.

For completeness it may be noted that the above description considered mainly the flow in

the near-wall region, but the use of the wall functions also extends to the modelling of other

flow variables and scalar variables, such as temperature. The proposed study did not consider

temperature variations and hence a more rigorous modelling approach to satisfy criteria for

heat transfer in the boundary layer was not considered.
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3.7 Summary

This chapter introduced numerical methods of fluid flow simulation. The underlying principles

and particular modelling techniques with regards to multiphase flow were explained and

analysed.

There is a trade-off between accuracy and complexity of the models, directly affecting

the computing performance and subsequently the computational time requirement. While

Lagrangian (moving fluid parcel) methods capture the interface between two fluids most

precisely, the computational demand is high and highly curved interfaces can lead to highly

deformed meshes and inaccuracies. The Eulerian (fixed control volume) methods can also be

used to capture the interface between fluids, with the phase modelling being performed by

the volume-of-fluid (VOF) method. To enhance the interface capturing the piecewise-linear

interface calculation (PLIC) scheme was identified as the best option, although a sufficiently

fine mesh is required to capture interface features accurately.

Previous works on gallery flow analysis relied on the standard k − ε − model, as it

provides a robust numerical process. The introduction of the oil jet into the model required

consideration of the high shear forces involved at the surface of the jet. The identified

shortcomings of the standard k− ε −model for this case led to the selection of the realizable

k−ε −model. The use of the alternative turbulence models was considered, but the increased

complexity, marginal gains expected and limitations of computation resources permitted their

useful application.

The transient character of the investigation requires a compromise of the time step between

fast time advancement and a robust and accurate numerical process. Too much forward step-

ping in time may lead to short simulation times, but insufficient capturing of flow behaviour.

Too small time steps provide high phase interaction and flow capturing, but also lead to long

simulation time. A compromise between time demand and accuracy needs to be found for

simulation processes, as no clear rules apply.
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CHAPTER 4 EXPERIMENTAL APPARATUS

This chapter focuses on the design and build of a suitable test rig and apparatus to obtain

experimental data for comparison simulation data. Details of components and subsystems

of the test rig will be explained and discussed, and reasons for their choice stated. Particular

reference will be made to the selection, design and limitation of the mechanism providing the

required movement of test bodies, including the dimensioning process of the used components.

The study will focus on two specific gallery shapes, for which the material and manufacturing

selection process are stated. These gallery models will be referred to as the small gallery

model (SGM) and the large gallery model (LGM). Finally the test rig instrumentation and

visual recording system is described.

4.1 Test bench general description

The test rig was based on two separate frames, each having a distinct purpose. These will be

referred to as lower frame and upper frame, as shown in Figure 4.1.

4.1.1 Lower frame, systems and components

The lower frame was available at the university faculty’s facilities to investigate the cooling

effect of under-crown and internal cooling on static (non–moving) pistons. It was built for the

purpose of delivering oil at high continuous flow rates and at constant temperature and made

from box-section steel tube (50 mm x 50 mm) with overall dimensions of 1100 mm width x

1500 mm height x 1600 mm depth. It also contained an electric power supply panel, oil tank,

oil pump, oil drainage tray, cooling circuit, flow control and monitor panel, and provides

space for additional measurement equipment, if required. Each of these components will be

specified below. A schematic of the hydraulic circuit is shown in Figure 4.2.
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Fig. 4.1 Complete test rig with upper and lower frame

The oil was stored in an open vented tank (1) near the frame bottom, 900 mm length,

900 mm depth and 200 mm height, holding approximately 80 litres of oil. One K–type

thermocouple was used to monitor the oil temperature inside the tank.

The oil delivery system used a rotary internal vane pump (2), which was driven by a 415 V

three-phase motor (3). The maximum flow rate and pressure supplied were 20 l/min and

18 bar respectively, the latter being controlled by an internal pump bypass with relieve valve.

The pump drew the oil from the tank via a metal mesh filter element (4) and delivered flow at

a constant rate. A variable three-way valve (5) was used to control the flow after the pump.

Some of the oil was directed towards the oil nozzle with the remainder short circuiting back

to the tank. It was mainly used to reduce the load on the instruments and flexible lines.

Although pressure load was reduced, the pumping process still added heat to the oil. Such

behaviour was also noted by Lasecki and Cousineau (2003). During short operation times

(typically less than 10 minutes) the large thermal capacity of the oil stored in the tank kept

the temperature variation well within 1° C. This was the smallest incremental change the

69



Chapter 4. Experimental Apparatus

temperature measurement instrument showed. The change of the viscosity at such temperature

change was significantly small enough to be neglected.

For longer periods of operation with temperature changes larger than 1° C, additional

cooling was achieved by means of a water-oil cooler (7) with the flow being controlled by a

manual three-way valve (6). The water for the heat exchanger was drawn from an engine test

facility external water circuitry. The temperature of the water was controlled by cooling towers

(8) of the external engine test facility, which eliminated the need for water flow adjustment to

control the temperature of the exiting oil.

A simple adjustable one-way valve (9) was used to control the flow rate of oil, followed

by a temperature sensor (10), pressure gauge (11) and mass flow meter (12), before delivering

oil to the nozzle (13) inside the upper frame assembly (14). After the oil exited the nozzle it

entered the model gallery (15), flowing through it and leaving at the gallery exit. It returned

via a catch tray (16) and strainer (17) at the bottom of the upper test rig, before draining into

the drainage tray (18), where the majority of the air contained within the oil was removed.

Finally it returned to the storage tank (1) via gravity driven flow.

Fig. 4.2 Schematic of hydraulic circuit

4.1.2 Upper frame, systems and components

Motion transfer mechanism

An electric motor was used as the source of motion for the piston models. Prior to the design

and built the type of motion conversion mechanisms was to be determined to transfer of
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the rotational motion of the motor to the reciprocating motion of the gallery models. Two

mechanisms were considered:

• Common crank mechanism with conrod, and

• Scotch yoke mechanism.

The behaviour of both systems can be described and analysed for piston position, velocity

and acceleration by the same set of equations, with the difference being that the Scotch yoke

mechanism will generate a nominally sinusoidal motion and the crank mechanism generates

only a sinusoidal-like motion, as a result of the conrod length. The approximate position of a

piston for a crank mechanism can be calculated by

sp = R

[

1− cos(ωt)+
R

2LCR
sin2 (ωt)

]

(4.1)

where R is the crank radius, LCR the conrod length, ω the angular velocity and t the time. The

product of angular speed and time can also be expressed as crank angle (CA), α . The position

was calculated relative to the TDC. It can be seen that the conrod length has an influence on

the position. When the conrod length would be increased, in the limit the second term inside

the bracket converges towards zero, leading to a nominally sinusoidal motion. Thus the use

of an infinite long conrod represents the yoke mechanism, while any other length refers to a

crank mechanism.

The conrod had also an effect on the piston velocity. The equation can be derived by

differentiating the position equation with respect to time, which leads to

vp = Rω

[

sin(ωt)+
R

2LCR
sin(2ωt)

]

(4.2)

It can be seen that the conrod length has the same effect on velocity than it has on the

position. The piston velocity was identified as an influential parameter on the oil jet entering

gallery. If the gallery model velocity was larger than the oil jet velocity, then oil would not

enter the gallery. This may occur during part of the upward movement, while during the

downward movement the velocity of the oil jet and gallery model summarize and lead to

increased oil flow into the gallery.
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Further differentiation by time yields the equation for the piston acceleration, as is given

by the expression

ap = Rω2

[

cos(ωt)+
R

2LCR
cos(2ωt)

]

(4.3)

The existence of two cosine terms introduced a super positioning of terms at the dead

centres per se. The second cosine term, however, contributes at twice the crank angle,

indicating that different accelerations at TDC and BDC occur, with the peak acceleration at

the TDC (0° CA and 360° CA). The acceleration had an effect on the oil flow behaviour inside

the gallery. Higher accelerations would contribute to higher inertia driven flow behaviour,

subsequently influencing not only flow behaviour, but also flow velocities on internal surfaces.

The use of a conrod would introduce significant side loads due to the varying conrod angles

during the crank cycle, which in turn would require sufficient strengthening of the sliding

surfaces to support the additional loads. This would also require an improved continuous

lubrication system to allow sliding of the gallery model supporting component along this

surface. Engine–based systems can provide such a mechanism, where a dedicated lubrication

system is already employed. The variability in terms of stroke length does also pose a

problem due to the length of the sliding surface and a requirement to change the crank radius.

Furthermore, such systems are also difficult to balance, due to the second order vibration

introduced by the conrod.

In contrast, the absence of a conrod for the Scotch yoke mechanism would reduce the

complexity of the test rig and also reduce the loads on components, allowing for smaller

dimensions of bearings and test rig components. In addition the better suitability with regards

to varying strokes and resulting simpler balancing highlighted the superior design of the yoke

mechanism in comparison to the crank mechanism. Although the demand was initially for

real piston motion and the conrod length was identified as potential factor influencing gallery

filling, the main focus of the study was aimed at the determination of the flow behaviour inside

the gallery and comparison to numerical equivalent studies, whereby identical conditions

would be required, regardless of the motion transfer mechanism.

Upper Frame Design

The upper frame was made from box-section steel tube (50 mm x 25 mm) with additional

strengthening rails at the bottom of 50 mm x 50 mm. The raised position from the mounting

surface also allowed for the space to bolt the upper frame to the lower frame via six bolts of
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M10 size. A schematic of the upper frame and the components is shown in Figure 4.3. Larger

sized and detailed views are shown in Appendix A.

The upper frame consisted of the following sub-systems:

• Drive / electric motor with speed controller,

• Transmission,

• Yoke mechanism with flywheel,

• Sliding frame and

• Oil control and guide system.

The highest performance power source available in the department to drive the test bench

was a shunt-wound direct-current motor with dedicated speed controller. The specifications

of the electric motor and controller are given in Table 4.1.

Table 4.1 DC motor and speed controller specifications

Electric motor

Motor type Shunt wound DC, separate shunt field & armature windings

Maximum voltage 240 V AC

Rated power 0.6 HP (447 W)

Speed at rated power 2400 rpm

Maximum torque (n 0̃ rpm) 2.9 Nm

Speed controller

Voltage input 240 V AC

Max input current (fused) 13 A

Frequency 50 Hz

Voltage output 0 . . . 250 V DC

Max shunt field current 2.75 A

Control type Potentiometer for armature current control

Voltage conversion Rectifier for armature and shunt circuit

The motor speed was set by adjustment of a potentiometer, which consisted of three inter-

linked subsystems, namely a rectifier circuit for the shunt field, a rectifier for the armature

and a potentiometer for the armature. A schematic circuit is shown in Figure 4.4. The use of

armature control allowed the safe operation of the electric motor, as the mechanical connection

system of the potentiometer first provided current to the shunt field, before the armature. In

this way an armature burn out was avoided, as the low resistance would lead to high current,

if no electric field from the shunt was present. The speed was adjusted by control of the
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Fig. 4.3 Side and front view of upper frame with overall dimensions and isometric view

without front splash guard cover
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resistance of the potentiometer, which adjusted the current delivered to the armature, whereby

the potentiometer position was linearly proportional to the motor speed.

Fig. 4.4 Schematic circuit of rheostat controller and electric motor

After modelling the initial concept of the test bench with the CAD software CATIA, a

dynamic analysis was performed to assess the ability of the performance of the electric motor

to satisfy speed demands and to allow dimensioning of components. The software used

was ADAMS, a dedicated software tool for solid-body dynamic (SBD) analysis. In order to

reduce computing demand (in terms of geometric complexity) the model in ADAMS was

reduced to simple basic volumes. The software did not require accurate description of the

geometric shape, but rather depended on correct inertia based values (e.g. masses, centre of

gravity location, moment of inertia, etc.). These were obtained from CATIA and transferred

to ADAMS. Figure 4.5 shows the model, identifying the model components.

The input data was adjusted accordingly to accommodate the different piston strokes and

component weights, specific to the large and small gallery model. The required data were

masses and inertias. The inertias, namely Iox, Ioy and Ioz, were relative to the centre of gravity

of each component and related to the directions, x, y and z, of the reference coordinate system

respectively. A summary of the applied component data is given in Table 4.2.

An initial investigation took place to determine the motor rotor inertia, based on rotor

acceleration measurements. Torque values were then determined by measurements of the

acceleration of the motor rotor with an additional solid steel disc of known inertia. From the

measurement values an approximation function of the torques was derived. The optimum fit
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Fig. 4.5 Simplified mass-inertia model representing test bench for multi-body dynamic

analysis

Table 4.2 Dynamic model component input data

Component name Mass Iox Ioy Ioz

kg kg · cm2 kg · cm2 kg · cm2

A Rotor of motor 3.4 19.32 55.12 55.12

B Small pulley 0.42 1.81 1.32 1.32

C Large pulley 0.57 14.15 7.36 7.36

D Shaft with main bearings 3 3.72 653.5 653.5

E Flywheel 8.5 569 270.9 315.6

F Pin, bolt and needle bearing 0.31 0.31 1.39 1.39

G Brass sliding bearing 0.27 0.93 0.75 1.16

H Balancing weight 0.6 1.35 1.31 0.62

I Slider bar 0.64 38.05 0.32 38.05
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was provided by a second-order polynomial and can be given as

T (nem) =−1.07×10−7 n2
em − 2.35×10−4 nem + 2.9 (4.4)

where nem is the rotational speed in revolutions per second with the torque in Nm. The torque

was modelled as a function of rotor speed, as shown in Figure 4.6. It was included in the solid

body dynamics simulation model to determine the maximum crank speed for both gallery

models. Although the approximation may not represent the correct torque value at very low

and high speeds, it was seen as appropriate for the purpose of the study, as the prediction were

conservative.

Fig. 4.6 Electric motor torque as a function of speed

The dynamic model also included friction at the sliding contacts between the brass bearing

and sliding rod, and sliding frame and guide rods, as these had an effect on the maximum speed.

Static and kinetic friction were included. Kuchling (1986) provided a friction coefficient

between brass and steel with an oiled surface contact as 0.07. Haberhauer and Bodenstein

(2005) stated a kinetic friction coefficient for a lubricated contact between brass and steel of

0.03 to 0.08. Chowdhury et al. (2012) also showed that the friction coefficient was dependent

on sliding velocity. A constant values of 0.07 was used, as no specific data for speed dependent

kinetic friction coefficients were available, especially with the extra uncertainty of lubricated

contact surfaces. Static friction was also included, with identical values to kinetic friction.

This simplification was also attributed to lack of reliable data. All roller bearings were treated

without friction, as the rolling friction coefficient was significantly smaller than the sliding

friction coefficient.
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An investigation of the maximum achievable test rig speeds at varying transmission ratios

was performed, which identified the highest speed for the SGM at a ratio of 2:1 as 1650 rpm

and for the LGM as 760 rpm. The behaviour of both gallery models is shown in Figure 4.7.

It can be clearly seen that the speed also varied within the cycle. The reasons can partially

be found in the gravity acting on the slider frame, contributing to increased downward speed

and reduced upward speed, but also in the friction effects. The speed variation within the

crank cycle was approximately ±10% from the mean speed for the large gallery model and

±5% for the small gallery model. This indicated that a larger mass and longer stroke lead to

increased variation.

Fig. 4.7 Maximum theoretical speed for both models and transmission ratio 2:1

The maximum predicted average crank speed for the SGM of 1650 rpm was on the lower

end of the speed range where real engines achieve their maximum torque output. This would

also be an engine speed, where cooling of the piston may be required. The motor speed

at this condition would be 3300 rpm with a transmission ratio of 2:1, but it was limited to

a maximum no–load speed of 2400 rpm. The discrepancy can be attributed to the torque

approximation function, which delivers values beyond the no–load speed. Such behaviour

is impossible and the test rig would achieve only a maximum rotational speed of 1200 rpm.

This was still deemed acceptable for the purpose of gallery flow determination.
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The maximum component accelerations and highest joint loads (bearings) were determined

for the dimensioning of the main components of the test rig. Care was taken in the adjustment

of inertia values for different piston sizes and strokes, as summarised in Table 4.3.

Table 4.3 Maximum theoretical speed and resulting bearing loads and acceleration

Piston model

Max. mean Main shaft Pin bearing Sliding Sliding frame

disc speed bearing load load rod load acceleration

rpm N N N m/s2

LGM 760 1925 2341 2163 633

SGM 1650 4883 4170 3783 1399

The transmission consisted of two standard pulleys with 24 teeth and 48 teeth respectively,

giving the optimum transmission ratio of 2:1. Both pulleys were connected by a toothed belt

eliminating slippage of the belt. The tension of the belt could be adjusted through the position

of the motor by variation of mounting height. While one pulley was connected to the motor

output shaft, the second pulley was connected to a driveshaft, located to the top of the upper

frame. At the opposite end of the driveshaft the flywheel was connected that held the yoke

pin of the Scotch yoke mechanism.

Two deep groove ball bearings supported the driveshaft at either end. The bearings had a

maximum speed and a maximum dynamics load rating of 12000 rpm and 20.3 kN respectively.

While the maximum speed of the shaft was well below the bearings rating, the load rating had

to be taken into consideration to allow continuous and safe operation. Both bearings were

of sealed design, eliminating the need for extra lubrication. The peak load at the flywheel

experienced during operation was determined as 4.9 kN, which was well below the load

rating. The bearing at the pulley end was exposed to a lower load. Use was made of common

component usage on both ends to keep cost and component diversity low.

The driveshaft was located on top of the frame, which also placed the flywheel at the

top. This was not ideal for the weight distribution. The benefits were that the piston was

pulled up, rather than pushed up. This provided free undisturbed clearance below the gallery

model. Furthermore, the rotating flywheel was not in contact with the oil during operation

and therefore oil splashing was limited to a minimum. This was especially important, as a

clear undisturbed view of the piston models was important for the flow visualisation.
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The analytical equations for position, velocity and acceleration were idealised representa-

tions and did not contain influences from inertia and friction effects during operation. The

dynamic analysis using ADAMS revealed that the movement of the gallery models on the

test rig would significantly differ from the theoretical predictions (analytical), as shown in

Figure 4.8. For better comparability between different strokes and speeds the accelerations

were normalised relative to the maximum acceleration found on the theoretical sinusoidal

movement. It can be seen that the crank mechanisms would generate acceleration values

that were up to 30% higher at TDC and 35% lower at BDC than the nominally sinusoidal

accelerations of the yoke mechanism. The ADAMS model predicted an even larger difference

for the LGM at BDC (approximately 50%), but a reduced difference at TDC (25%). This

highlighted the shortcomings of the analytical model, but also indicated that there will be

variations in the behaviour of the crank mechanisms.

Fig. 4.8 Comparison of normalised acceleration vs. crank cycle for various systems for small

gallery model at 1650 rpm and large gallery model at 760 rpm

The flywheel was manufactured with a slot to accommodate the yoke pin and to allow

continuous variable stroke length between 84 mm and 182 mm. This covered for a large range

of engine stroke sizes, usually found on small passenger car engines and large heavy goods

vehicles. Figure 4.9 shows the arrangement of pin positions for maximum and minimum

stroke. The flywheel was initially balanced for rotational masses only, but additional masses
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could be bolted onto the flywheel to balance the yoke pin, needle bearing and part of the

sliding block, as well as partial reciprocating masses inherited from the slider mechanism.

Fig. 4.9 Maximum and minimum position of yoke pin

A cross-sectional view of the final design of the yoke mechanism is shown in Figure 4.10.

The bearing used was a drawn cup needle roller bearing with dimensions of 20 mm inner

Fig. 4.10 Cross-section of motion conversion mechanism central unit

diameter, 26 mm outer diameter and 20 mm width. The maximum speed range was given as

14000 rpm, well below maximum operating speed of the rig. The maximum dynamic loading

was given with of 15.1 kN, while the determined peak load at the pin bearing was 4.2 kN,
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also below the bearing’s rating. The needle bearing also reduced friction between yoke pin

and sliding block and minimised lubrication requirements, although accurate alignment of the

flywheel and slider frame was important to avoid bearing overloading. The drawn cup type

retained some lubricant in the cup during operation, maintaining constant lubrication without

the need for additional permanent oil feed. The needle bearing was fitted to the sliding block

using a press fit, necessary for the bearing to reduce the clearances with the precision made

yoke bolt race and also to remove the need for an extra securing mechanism.

The sliding block was made from brass for its self-lubrication properties, when lubrication

may become scarce. The mating slider bar surface was made from steel with a hard–chromed

surface finish, to minimize friction and improve long term resistance to wear. Lubrication

was via drip feeding onto the top surface. This was sufficient for the test procedure, although

care had to be taken with regards to heat, as the drip feed of oil was not sufficient for cooling.

Attempts of using linear roller bearings instead of the sliding contact proved inadequate.

At higher operating velocities of the slider frame the inertia effect on the balls inside the

linear bearing stopped the rotation of the balls, leading to sliding contact. This increased

the frictional loss in the bearing, but more importantly, also broke the contact surface of the

ball rolling surface, which led to increased clearance from wear and jerk after some time of

operation.

As described earlier, the Scotch yoke mechanism reduced the side loads to a minimum,

where only the friction force between sliding block and rod caused loads lateral to the gallery

model movement direction. This allowed for small sized slider rails to be used in conjunction

with brass bearings. The slider rails were made from steel with a polished surface, and

supported at three position to the upper frame’s vertical rails. Thereby two supports were on

either end, whilst the third support was at the middle distance of the rod length. This also

helped to avoid guide rod deformation due to vibrations.

The slider frame was comprised of an upper slider bar, a lower horizontal gallery mounting

cross member and tubes, through which the bolts were passing and holding the frame together.

The frame was designed with minimum weight in mind, but keeping the strength as high as

possible to avoid any backlash during operation. The assembled slider frame is shown in

Figure 4.11.

The gallery models were fixed to the lower cross member with a centrally located bolt

of size M16. The arrangement also allowed rotation of the gallery model, providing visual
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Fig. 4.11 Assembled slider frame with brass bearing (square size 1 cm×1 cm)

access to all sides of the gallery model for image recording. In order to avoid reflections of

the light sources during image recording a matt black guard was fitted to the slider frame. As

the slider frame cross member was narrower at the bottom the guard was also angled, which

also reduced reflections. Provision was made for additional instrumentation via a linkage

system, if required.

Oil nozzles and oil return

Oil was delivered to the gallery models via a flexible hose and a mounting block holding

the nozzle. The mounting block was supported through a steel bar, which was held in a

vice located beside the upper frame, allowing for adjustment of the nozzle to suit the piston

visualisation position. Adjustment was available for three directions and three rotations,

giving full flexibility. The block accommodated for both nozzles, although only one nozzle

was used at the time depending on the gallery model investigated, while the holes for the other

nozzle were blocked.

An oil collection tray was located below the oil nozzle. The inverted pyramid shape

contained a central hole through which the oil was guided back to the lower frame oil tray.

Before the oil arrived at the lower frame tray it passed a strainer (medium woven steel filter
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with size 0.7 mm) that allowed for the removal of the majority of the air entrained in the

returning oil before entering the tank.

The complete yoke mechanism was covered by a housing to reduce contamination of the

near environment with oil during testing. The cover fully enclosed the sides, back and top. The

front side contained an opening for visual access to the gallery model. Initially a transparent

plastic shield was employed to eliminate splash oil exiting through the front. During the

operation some oil impacted with the splash shield, causing obstructed and distorted view of

the gallery models. The removal of the splash shield showed negligible oil contamination of

the environment, which allowed the operation without it for best results.

4.2 Piston gallery models

4.2.1 Small gallery piston overview

The smaller piston of the investigated gallery designs was based on a passenger car diesel

piston for direct injection with a cylinder volume of 500 cm3, as shown in Figure 4.12. The

internal gallery was located between the second piston ring and the lower area of the re-entrant

bowl. The overall volume of the gallery was 12 cm3, excluding the inlet and outlet channel.

A torus–like salt core was used to create the gallery inside the piston, creating a rough casting

surface. The inlet and outlet channel for the gallery were manufactures by centre drilling after

the casting.

Fig. 4.12 Small gallery piston (left) and cut section view of piston, exposing inlet channel

(centre) and exit channel (right)
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4.2.2 Small gallery model (SGM) preparation for visualisation

A transparent model of the piston gallery was required to visually determine the filling and

flow behaviour inside the cooling gallery. Visual purity of the material was very important

in order to obtain high quality, non-distorted images of the flow. Manufacturing and surface

finish of the gallery surfaces had also be taken into consideration. Furthermore the material

needed to be resistant to oil and robust enough to withstand the acceleration forces occurring

from the test bed.

Two manufacturing processes were taken into account, moulding and machining. Mould-

ing offered an exact replica of the gallery including the surface roughness. This however was

also the main disadvantage of this method. With a certain surface roughness the visibility into

the gallery became very limited and hence the fluid flow could not be examined thoroughly.

The ideal surface would need to be polished. The material choice was therefore limited to

clear transparent acrylic (Perspex). The machining process had the advantage of gallery

surfaces polishing, but the disadvantage that the gallery model required splitting into at least

two separate parts. Model body splitting could be vertical or horizontal. In order to reduce

view distortion caused by the splitting and based on the fact that the gallery needed to be

highly transparent, machining with a vertical split was employed.

The gallery model was developed as a three-part design, consisting of an outer ring, an

inner ring and an inlet channel section, as shown in Figure 4.13. Each of the rings held half of

the gallery. Both halves were created with a small overlap to provide a push fit interference.

Before the assembly the interfering surfaces were also coated with an adhesive to provide

extra contact strength to avoid any dislocation. The mass of the model without fixtures was

190 grams.

A centrally located tapped M16 hole was used to fix the model with a bolt to the lower

cross member of the sliding frame of the test rig. The central bolt and the backward facing

part of the gallery showed high interference on the visibility of the flow in the front facing

part of the gallery. Therefore an intermediate annular groove between bolt and gallery was

manufactured, as shown in Figure 4.14. A non-transparent material was added to the outside

surface of the groove to block the view beyond the groove. To enhance the contrast of the oil

inside the gallery, several blocking material colours were investigated, including white, yellow,

green, blue and red. White showed the best results, as the camera would only record black
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Fig. 4.13 Gallery model inner and outer ring for visual investigations

and white images and a colour different from white was producing a grey shade reducing the

contrast of the oil.

Fig. 4.14 Major dimensions of small gallery model

The original piston design contained a dedicated inlet and outlet channel. The inlet

channel was included in the model design through the attachment of a 25 mm block at the

inlet and outlet side, as shown in Figure 4.15. Markers were applied to the outside surface of

the gallery model for better outline of the gallery, indicating the top and bottom limits.

4.2.3 Small gallery nozzle

The oil nozzle used for the small gallery model was a mass-production nozzle, as fitted in

current diesel engines. It is shown in Figure 4.16. The total length of the nozzle pipe was

approximately 55 mm, where the last 25 mm had an internal diameter of 2.0 mm. Approxi-

mately 13 mm from the nozzle exit was a bend of 65°with a curvature radius of 5 mm. The

production nozzle contained a spring operated ball valve opening at a supply pressure of
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Fig. 4.15 Assembled small gallery model for visual investigation

approximately 1.8 bar to avoid oil flow at low engine lubrication system pressures. For the

investigation the ball valve was removed to avoid introduction of pulsation from the valve.

Fig. 4.16 Oil nozzle for small gallery model with 2.0 mm nozzle exit diameter

4.2.4 Large gallery piston overview

The large gallery investigated was from a heavy–duty direct–injection diesel engine with a

cylinder volume of 2650 cm3. The piston application ranged from heavy goods vehicles to

earth moving equipment and to power generators for stationary applications and locomotives.

The articulated piston was consisting of two parts, the piston crown and piston skirt. The

gudgeon pin was the connecting link between skirt, crown and conrod.

In the production case the piston crown, containing the cooling gallery, was made from

steel. The crown consisted initially of two separate halves, one being exposed to the com-

bustion chamber and the other being exposed to the crankcase and containing the pin bosses.

Both were machined including the appropriate gallery half. Friction welding was used to

combine the halves creating a welding burr on the outside of the piston and two more on the
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inside of the gallery. While the burrs on the outside could be removed during machining,

these on the inside of the gallery remained, as shown in Figure 4.17. Kolbenschmidt (2007)

indicated that the burrs could be removed, if the piston was manufactured in a combination of

forging and friction welding. This removal would improve the flow characteristic of the oil

inside the gallery. The shape of the gallery was of a complex nature, as shown in Figure 4.18,

following the shape of the combustion bowl. The gallery was also of closed design with

separate inlet and outlet hole, having a volume of 220 cm3.

Fig. 4.17 Cut view of common piston crown exposing gallery shape with manufacturing burr

inside gallery

(Baberg et al., 2012)

4.2.5 Large gallery model (LGM) preparation for visualisation

A transparent model of the gallery was manufactured for fill level and flow pattern investiga-

tion. The same considerations for manufacturing processes and material choice were taken

into account, as discussed for the small gallery model. This led to the same choice of material,

which was transparent acrylic (Perspex).

The large gallery model was designed with a horizontal gallery split, as opposed to the

small gallery model with a vertical split. Hence the model consisted of a top gallery part

and a bottom gallery part as shown in Figure 4.18. In this design the horizontal split of the

gallery did introduce a visibility obstruction, but the effect was evaluated to be negligible with

respect to the gallery height. Besides the better manufacturability of the complex shape, the
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horizontal split would also allow for the inclusion of a representative part for the welding

burr, if required. This would partially obstruct the view into the gallery and was therefore

not implemented in the current study. An additional advantage of the machining was the

comparable gallery surface finish to built piston designs. The model outside and inner gallery

surfaces were polished to improve visibility into the gallery.

Fig. 4.18 Cross-sectional view of gallery model with major dimensions

The model contained no inlet or outlet channel, as the production piston did not contain

such features, and were 9 mm in diameter. A conical cover was attached to the inlet side

to reduce oil splashing from the impact between oil jet and gallery model during piston

movement. The cover was sufficiently large in width as to not interfere with the flow of oil

from the nozzle. The outlet did not require any splash cover. The gallery halves were held

together by a centrally located steel bolt, as shown in Figure 4.19. It fixed the model also to

the sliding frame cross member of the test rig. The mass of the model without fixtures was

870 grams.

The large gallery model also contained a groove, as found on the small gallery model, to

add a non-transparent material between the front facing gallery and backward facing gallery

and centre bolt. The material was used to enhance visibility of the oil flow and to avoid

visibility of the bolt.
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Fig. 4.19 Assembled large gallery model for visual investigation with centrally located bolt

4.2.6 Large gallery nozzle

The oil nozzle for the large gallery model was a standard mass-production nozzle as fitted to

current engines, as shown in Figure 4.20. It was of an open flow design, without a valve to

disable flow at low system oil pressure. The total length of the nozzle pipe was 50 mm with a

curvature radius of 15 mm at an angle of 70°. The final 15 mm before the nozzle exit had a

constant diameter of 3.0 mm.

Fig. 4.20 Oil nozzle for large gallery model with 3.0 mm nozzle exit diameter

4.3 Instrumentation and sensors

Pressure sensor

The used analogue pressure gauge had a range from 0 bar to 10 bar.

Flow sensor

The flow meter was of paddle wheel type with a frequency output proportional to volumetric
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flow rate. The instrument overview is given in Table 4.4.

Table 4.4 Flow meter specifications

Property Description

Model type RFO-2500 series

Signal generation Hall sensor

Input signal 4.5 V to 24 V DC, continuous

Output signal 4.5 V to 24 V DC, pulsed

Output frequency 25 Hz to 250 Hz

Flow rate range 5.7 l/min to 45.4 l/min

Max pressure 6.9 bar (100 psig)

Temperature range -28° C to +82° C

Max viscosity 38 mPa·s
Connection port size 0.5 inch

(GEMS, 2014)

Speed sensor

An inductive sensor was fitted near the toothed region of the large pulley. The signal was

transmitted to a frequency meter, where it was converted to rotational speed and displayed.

The speed was set and adjusted manually, based on the readings from the speed display. The

constant conditions during operation showed no long term effects on speed and the high

flywheel inertia kept the cycle–to–cycle angular speed variation within ±2%.

Temperature sensor

The oil temperature at the nozzle and inside the tank were measured using K–type thermo-

couples. The thermocouples were calibrated at water melting point (0° C) and boiling point

(99.3° C at 98.859 mbar) for accuracy.

4.4 High speed camera

The camera system used was a Kodak Ektapro HS4540mx High Speed Motion Analyser, as

schematically shown in Figure 4.21. The complete system consisted of:

• imager (camera head),

• processor, controlling and storing the recordings,

• keypad to control the processor,

• monitor (Sony 1442 QM) for direct image view,
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• video recorder (Panasonic MD830) for video storage,

• video printer (Mitsubishi P500E) for image printing,

• computer (Dell), incl monitor, keyboard and mouse for image storage and transfer,

• Canon TV Zoom Lens V6x16 with focal length 16–95 mm and focal ratio f/2.0,

• 2 halogen lamps (2 x 50W)

shows an overview of the camera system.

Fig. 4.21 Kodak Ektapro HS4540mx High Speed Motion Analyser wiring diagram

(Kodak, 1999)

The camera uses a CCD sensor (charge-coupled device) and records images with a

maximum full size resolution of 256 × 256 pixels at 256 grey shades up to a speed of

4500 frames per second (fps). The maximum frame rate is 40500 fps, but at reduced image

size. The internal memory was 192 Mb, which was sufficient for storage of 3072 full sized

images. Kodak (1999) stated the available recording settings as given in Table 4.5. The quality

of the images greatly affected the quality of results, especially with regard to analysing the

flow behaviour. Where possible the highest resolution was used to capture the flow with

highest detail.

The camera recorded and stored the image frames in the control unit memory as soon as

the camera was set to ‘record mode’. Once the memory was fully used, the control unit would
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Table 4.5 Available recording image sizes and frame rates of Kodak EktaPro camera

Recording Image resolution Max number of Recorded

rate (horizontal x vertical) images stored time

fps No of pixels – sec

30 to 4500 256 x 256 3072 0.6824

9000 256 x 128 6144 0.6826

13500 128 x 128 12288 0.9101

18000 256 x 64 12288 0.6826

27000 128 x 64 24576 0.9102

40500 64 x 64 49152 1.2136

(Kodak, 1999)

initiate the deletion of the earliest image. This process would continue, until a trigger for

image retaining occurred. The trigger could be from the keypad or via an external signal to

synchronise with events, such as lasers and strobe lights. Use was made of the keypad trigger.

In addition the images were also recorded on video tape for safe keeping and backup.

4.5 Summary

This chapter explained the development and built process for the test rig for the experimental

part of this study.

One focal point was on the design of the test bodies. Two specific pistons were identified

for the study, representing the wide range of engine applications. Both contained highly

different cooling gallery designs, which were analysed and described. The designs, material

selection and manufacturing process of the test specimens were explained and discussed.

The second focal point was on the design process of the test rig, explaining the reasoning

of choices made, including the mechanism generating a representative motion for the test

bodies. The selected yoke mechanism satisfied the requirement for variability of stroke

length, test body size, rotational speed. The absence of a conrod meant that the movement

was not identical to real engine motion, but this was evaluated as acceptable in light of

reduced complexity of the system and aim of the study being concerned with the evaluation

of experimental and numerical flow study.
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CHAPTER 5 EXPERIMENTAL RESULTS

This chapter focuses on the determination and evaluation of experimental results using the

test rig and instrumentation discussed in the previous chapter.

The first section concentrates on the determination of the oil properties and the inves-

tigation of the flow behaviour as the oil jet exits the nozzle. The knowledge of the oil jet

behaviour is required for the assessment of the relationship between the oil jet and gallery

inlet and to provide information for definition of the boundary conditions for the numerical

study.

The next section specifies the visual arrangement, flow settings and speed settings for the

large gallery model (LGM). A detailed examination of the in-gallery flow behaviour with

respect to bulk flow and gallery filling is performed for one representative operating condition

case of 4.0 l/min and 600 rpm, which is also used as the comparison case for the numerical

investigation. The study and description of the differences and commonalities of the in-gallery

flow behaviours for all investigated speed and flow rate cases for the LGM closes the section.

The last section of this chapter details the visual arrangement, flow settings and speed

settings for the small gallery model (SGM) and the examines the in-gallery flow behaviour

with respect to bulk flow and gallery filling for the case of 1.65 l/min and 750 rpm. This

is also a comparison case for the numerical investigation. A study and description of the

differences and commonalities, as for the LGM, is also performed. The chapter closes with a

summary of the findings from this chapter.

5.1 Introduction and terminology

An initial analysis of the recorded images showed that there were air bubbles of various

sizes present inside the gallery. These will be referred to in the following way. Air bubbles

with a size of less than approximately 0.5 mm are referred to as micro-sized. These are
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mainly suspended in the oil and cannot be identified or tracked individually, but have a

significant effect on the translucence of the oil. Small-sized bubbles refer to a size up to

approximately 3 mm, which can be identified clearly and tracked in the flow, unless they are

hidden within the bulk oil. The definition of the medium-sized and large-sized bubbles are

linked to gallery height and relate to up to half gallery height and near full gallery height

respectively. Boundaries of such are clearly identifiable.

The flow directions were determined from three consecutive recorded images. The analysis

was carried out by manually assessing the movement of flow features, which may be small-

sized air bubbles dragged along in the oil flow or/and the movement of oil air interfaces for

medium-sized and large-sized air bubbles. This resulted in a time consuming process, but

was the most accurate method to determine the flow directions. Although utmost care was

taken in the flow analysis, there may be some underlying flow behaviour, which cannot be

detected, if sufficiently sized and traceable air bubbles are not present.

In order to improve the quality of flow direction results and to reduce analysis time Particle

Image Velocimetry (PIV) was considered and an initial study performed. However, the three–

dimensional shape of the gallery and the resulting complex non-planar flow characteristic

prohibited any useful analysis of the velocities and directions, as some of the features used

for the analysis disappeared from the visible range of the camera viewing position (moving

into the centre of the gallery away from visible outside) or the change in position changed

the grey-tone of flow features and falsified the results. It was therefore decided to pursue the

manual tracking method.

Furthermore, all presented photographs show only a limited view of the flow behaviour,

but represent a good encapsulation of the flow behaviour found for a wider range of test

conditions. Additional information about in-gallery behaviour including positions before and

after BDC and TDC is provided in Appendix B.

The flow behaviour was found to vary depending on the position inside the gallery.

Figure 5.1 shows the representation of a gallery highlighting the specific sections referred to

in this chapter.
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Fig. 5.1 Definition of gallery sections naming

5.2 Oil properties and oil jet behaviour study

5.2.1 Oil properties

The oil used during the tests was a mixture of hydraulic oils to mimic the behaviour of engine

oil at operating conditions, a method also used by Schwarz and Adolph (2001) to investigate

oil nozzle flow behaviour. The used oil mixture required the determination of the density,

viscosity and surface tension.

Oil density and viscosity

The density was determined using the gravimetrical method, measuring the mass for a volume

of 1000 cm3 at various temperatures. Statistical analysis of ten measurements was used

to assess the uncertainties and measurement error. The viscosity was determined using

the falling ball method. The Hagen-Poiseulle1 method was considered, but could not be

implemented with sufficient accuracy, as the small oil volumes involved caused significant

change in temperatures during the measurements. Measurements were conducted at the same

temperatures as for the density measurements. Statistical analysis of ten measurements was

used to assess the uncertainties and measurement error. The determined values are given in

Table 5.1.

Pimenta and Filho (1993) determined for a standard engine oil of 15W40 grade the

dynamic viscosity and density as 11.9 mPas and 847 kg/m3 respectively for a temperature of

100°C. Saadi et al. (2013) investigated the temperature effects on oil properties and found

values for dynamic viscosity and density of engine oil at 100°C as 10 mPas and 810 kg/m3

1Viscosity determined from time dependent flow of a defined volume of liquid through a pipe with fixed

length and diameter.
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Table 5.1 Properties of used oil mixture

Temperature Density Dynamic viscosity

°C kg ·m−3 mPa · s
5 850.3 18.58

17 842.1 13.79

20 840.1 12.56

26 836.3 10.46

respectively. These compare well with the properties of the used oil, hence representing

conditions at engine operation.

Oil – air surface tension

A sufficient accurate value of the surface tension of the oil could not be determined, with the

magnitude of deviation of results at the same level as the measurements. It was decided to

assume a value based on comparable oils. Table 5.1 provides a range of values for surface

tension taken from Jones and Wedeven (1971) and Kaldonski et al. (2011). The synthetic and

super-refined oils refer to engine oils, while the SN-650 and Molylube oil refer to a base oil

for engines and a gearbox oil respectively.

Table 5.2 Values of surface tension for selected oils at various temperatures

Temperature Synthetic Super-refined Super-refined SN-650b Molylubeb

paraffinic naphthenic paraffinic

oila mineral oila mineral oila

°C mN/m mN/m mN/m mN/m mN/m

23 25.6 25.6 29.8 – –

25 – – – 30.5 27.6

40 – – – 29.4 26.4

50 – 28.7 27.2 – –

100 25.6 25.6 23.4 15.8 22.4

150 22.2 22.2 20.0 – –

(Jones and Wedeven, 1971)a, (Kaldonski et al., 2011)b

As mentioned previously, the oil used for the investigation was a mixture of hydraulic oil

to mimic the behaviour of engine oil at 100°C. It can be seen that the temperature has a strong

effect on surface tension, but variation between different oil types was small in comparison.

For the further study a value of 26 mN/m was used.
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5.2.2 Flow from nozzle and flow meter calibration

The flow meter was calibrated for each nozzle to improve accuracy of flow rate, as recom-

mended by GEMS (2014). During calibration the temperature was monitored and controlled

to minimise variation of viscosity and density.

Mass flow calibration was preferred over volume flow calibration. It minimises the

skewing of results due to air entrainment into the oil, a consequence of the breakup of the oil

jet. Care was taken to eliminate as much air from the oil before measurement. Large bubbles

were eliminated quickly by short shock waves (from vessel impact) prior to measurement, but

micro-sized air bubble elimination would take significant longer under ambient conditions.

The air bubble induced error can be assumed negligible, as the specific weight ratio between

oil and air was approximately 700:1.

The following procedure was employed to determine the volume flow rate for both nozzles:

1. The oil flow control valve was set to obtain a specific reading from the flow meter

display.

2. A container (volume of approximately 1.2 litres) was filled with oil near to top without

spilling and the fill time, pressure and temperature were recorded.

3. The container including oil was weighted and the mass recorded.

4. The container was drained and the empty mass recorded.

5. The procedure was repeated for a minimum of nine more recordings.

6. The mass flow rate was calculated by

ṁo =
m f −me

t f
(5.1)

Where m f is the mass of the filled container, me the mass of the empty container and t f

the fill time.

7. The volume flow rate was calculated by

V̇o = ρo ṁo (5.2)

Where ρo is the density of the oil.

8. The process was repeated for increased flow rates up to maximum conditions of nozzle

flow rate.
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The relation between flow meter display reading and flow rate was established to provide

input settings for flow rate during testing. Figure 5.2 shows the relation between flow meter

display reading and volumetric flow rate for each nozzle. The difference in meter reading at

identical flow rates through the nozzles was a result of the application of a flow limiter at the

sensor input for the smaller gallery nozzle in order to increase the velocity at the sensor wheel.

This was necessary to stabilise the readings and to reduce effects from internal friction of the

sensor wheel. This was also the reason for the offset between the curves in the overlapping

flow rate region.

Fig. 5.2 Flow meter display reading vs. volumetric flow rate for both nozzles

There also occurred volumetric flow at a display reading of zero. This was seen as correct,

as the flow indicator required a minimum flow to overcome the friction in the rotor bearings

and the leakage (bypass) around the rotor. The precise shut–off point was not investigated, as

this was producing flow rates below the minimum flow rates defined.

For the large gallery model nozzle a 3rd order polynomial approximation provided the

best fit to determine flow rate and can be given as

fi LGM =−0.917 V̇ 3
o +16.258 V̇ 2

o +2.7667 V̇o +27.343 (5.3)
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where V̇o refers to the oil flow rate to be set. For the small gallery model nozzle a 2nd order

polynomial approximation was used and can be given as

fi SGM = 0.384 V̇ 2
o +45.952 V̇o −16.677 (5.4)

The supply pressure to the nozzle played also an important role in the oil jet behaviour,

as increasing pressure differences would lead to surface breakup. Figure 5.3 shows the

relationship between volumetric flow rate and supply pressure. With increasing flow rate

the pressure increased exponentially, converging towards a maximum flow rate, as the flow

resistance increased, especially with the onset of turbulent flow.

Fig. 5.3 Pressure vs. flow rate relationship from nozzle calibrations

The relationship between volumetric flow rate and nozzle exit velocity of the oil jet was

linear, as the oil was an incompressible fluid at such low pressures and the law of continuity

applies. The oil jet exit velocity can be calculated as

v =
4 V̇o

π d2
n

(5.5)
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where V̇o is the volumetric flow rate and dn the nozzle exit diameter.

The Reynolds number can be used to determine the flow conditions at the nozzle exit. For

the large gallery model nozzle the onset of transition conditions (Re ≤ 2000) was initiated at

a flow rate of 4.25 l/min and for the small gallery model nozzle at a flow rate of 2.25 l/min,

as shown in Figure 5.4. This related to average exit velocities of 10.5 m/s and 15.7 m/s

respectively.

Fig. 5.4 Reynolds numbers for nozzle exit flow and theoretical laminar flow distance of jet

from nozzle exit

5.2.3 Large gallery model nozzle flow behaviour

The behaviour of the free–steam oil jet influenced the galley filling. Tests were conducted to

investigate the oil jet behaviour, where oil was freely ejected from the nozzle vertically into

undisturbed stationary air. A back plate with dedicated markings for distance from nozzle and

angle from vertical was placed behind the jet, as shown in Figure 5.5. The jet was aligned

with the centre marking of the plate. A halogen lamp was used to increase the contrast of the

oil and to aid the camera recordings, as the short exposure time interval inherently produced

dark images. A curved deflector was used to guide the oil away from the front face of the

back plate in order to avoid potential returning oil blocking the view onto the oil.
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Fig. 5.5 Schematic of oil jet imaging setup and actual recorded image

A comparison of oil jets for different flow rates is shown in Figure 5.6. Some of the

larger scale rippling of the surface may be linked to the pulsating supply pressure from

the vane oil pump, as shown by Zhang et al. (2006). Images were taken at a recording

rate of 9000 f ps at a resolution of 256 × 128 pixels. The oil jet surface boundaries were

manually redrawn to enhance jet visibility. It can be clearly seen that an increase in the flow

rate also increased the jet widening angle. This led to larger impingement areas at further

distance from the nozzle exit. At the highest flow rate of 8.0 l/min the jet widening angle was

determined to be approximately 5°. This would be significant to the oil catch ratio. Taking

into consideration that the distance inside the engine between nozzle exit and gallery inlet at

TDC was approximately 250 mm (170 mm stroke + skirt length) the impingement diameter

could reach values of 25 mm. This is significantly larger than the gallery inlet hole diameter

of 9 mm.

It was also found that the impingement location of the oil jet relative to a point exactly

above the nozzle changed. This behaviour was only found at flow rates less than 4.0 l/min

and was linked to the influence of nozzle curvature just before the exit. As the jet started to

break up more on the outside surface, the change of the impingement position at the distance

was negligible.
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Fig. 5.6 Schematic of oil jet imaging setup and actual recorded image

Figure 5.7 shows three images, identifying the position of the same oil particle inside the

oil jet at different vertical distance markers for jet velocity determination. An analysis of

the velocity for the lower section (0 mm to 50 mm) cannot be made, as a particle cannot be

identified. The oil jet was still in a transitional state near laminar conditions (including low

outside surface rippling), which showed little jet breakup and particle formation.

The intervals between Figure 5.7a and b, and Figure 5.7b and c were 32 frames and

35 frames respectively. The recording frame rate was set to 9000 f ps, equating to a time

interval, t between frames of seconds. With the distance of 50 mm between marker lines the

average velocity can be determined as

va→b =
0.05m

32×1.1̄×10−4s
= 14.1

m

s

and

vb→c =
0.05m

35×1.1̄×10−4s
= 12.9

m

s

It can be seen that the jet velocity reduced with increasing distance from the nozzle, which

was expected, as gravity and air friction would pose a resistance to the jet flow. Using the
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Fig. 5.7 Movement of oil particle in vertical direction at 5.0 l/min

flow data from the test the average nozzle exit velocity, ve, of the oil jet can be calculated as

ve =
4 V̇o

π d2
n
=

4×5 l/min

π 0.0032m2
= 11.8

m

s

where V̇o and dn are the volumetric flow rate and nozzle exit diameter respectively. The

calculated nozzle exit velocity of the jet of 11.8 m/s and the velocity determined from the

images of 14.1 m/s were in good comparison, given that the real jet nozzle exit velocity was

not constant across the nozzle diameter. Either laminar or turbulent flow conditions at the

nozzle exit would generate a velocity profile with higher velocity towards the jet centre as

compared to the velocities near a wall. The velocity from the images reflected this behaviour,

while the above given method assumes constant exit velocity, leading to a lower value.

5.2.4 Small gallery nozzle flow behaviour

The mechanical shut–off valve inside the small gallery nozzle was removed to reduce flow

instabilities, resulting from the movement of the valve during operation. The experimental

setup of the jet behaviour study was identical with the large gallery nozzle. During testing it

became clear that the lower quality imaging with the high speed camera would not provide
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sufficient quality images for analysis. Large jet breakup and smaller droplet size led to

highly blurred images. A different camera with higher resolution was used to capture the jet

behaviour, but with the disadvantage of slow consecutive image recording without interval

time control, making velocity analysis impossible.

As volumetric flow rate increased the oil jet showed a significant change in breakup

behaviour, as shown in Figure 5.8. At low flow rates of 1.4 l/min the jet showed near laminar

behaviour independent from jet length. It can be seen, that with increasing flow rate the oil jet

showed initial rippling of the jet surface, before a distinct breakup occurred between 2.1 l/min

and 2.6 l/min. Further increase in flow rate led to extreme breakup of the jet, culminating

in the formation of small droplets. It can also be seen that the lateral impingement position

of the oil jet changed. As the flow rate increased the location moved in the direction away

from the nozzle inflow position (inflow from left, impingement moved to the right). It can be

assumed that the change in the cross-sectional velocity profile and the resulting inertia effects

influenced the exit angle of the jet, as shown by Triep et al. (2013).

Fig. 5.8 Comparison of small gallery nozzle oil jets for different flow rates

Based on the strong breakup of the jet the test range was bound between 0.5 l/min

and 2.1 l/min, as higher values were evaluated as unsuitable for reasonable gallery filling

following the very large jet angle. The jet widening angle at pressure up to 2.1 l/min was

105



Chapter 5. Experimental Results

determined as approximately 2.5°. Taking into consideration that the distance inside the

engine between nozzle exit and gallery inlet at TDC was approximately 120 mm (88 mm

stroke and skirt length) the impingement diameter could reach values of 7.2 mm. This was

slightly larger than the gallery inlet channel diameter of 7 mm.

5.2.5 Jet breakup regime

The breakup of a free stream jet leads to an increase of the effective cross-sectional diameter

of the jet with increasing distance from the nozzle. Depending on the jet velocity the breakup

ranges from Rayleigh breakup (dripping) at low velocities to atomisation at high velocities.

In order to achieve an optimal oil catch ratio the jet diameter should not exceed the inlet hole

diameter to the gallery. The breakup regime could be used to determine the breakup behaviour

and to draw conclusions about the suitability of flow rates on the delivery of oil to the gallery.

The regime can be identified using a Reynolds number vs Ohnesorge number diagram, as

stated by Liu (1999), Farvardin and Dolatabadi (2013), Agrawal (2013) and Delteil et al.

(2011).

Table 5.3 shows the values of the average nozzle exit velocities and flow regime determin-

ing dimensionless numbers of both nozzles. The operating range was indicated by minimum

and maximum flow rate, whereby the maximum flow rate was limited to a delivery pressure

of 4 bar. Although the velocity changed with flow rate, the Ohnesorge number was constant,

since the viscous forces increased at the same rate as the square-rooted inertia forces, leading

to a constant ratio of both. It can also be seen that there occurred transition from laminar to

turbulent conditions for both nozzles.

Both nozzle jets can be classified as jets with mainly 2nd–wind induced breakup, as

highlighted in Figure 5.9. This breakup regime was characterised by a wave–like outer shape

with widening of the jet, whereby the rippling of the surface was a result of the velocity

difference between jet and surrounding stationary air. Both jets also showed an increase in

the jet widening angle with increasing flow rate as found by Ménard et al. (2007).

As the flow rate increased, so did the velocity difference, leading to an increase in the

turbulence in the outer jet layer, where the contact with the air existed. This was in accordance

with findings from Fellouah et al. (2009) and also implied that increased amounts of air were
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Table 5.3 Velocity and dimensionless number range for large and small gallery nozzles

LGM nozzle
Flow rate Velocity Reynolds-No. Ohnesorge-No.

l/min m/s – –

min V̇o 4.00 9.43 1892 4.91×10−2

4.44 10.47 2100 4.91×10−2

max V̇o 8.00 18.86 3785 4.91×10−2

SGM nozzle
Flow rate Velocity Reynolds-No. Ohnesorge-No.

l/min m/s – –

min V̇o 1.38 7.36 985 6.01×10−2

2.37 12.55 2100 6.01×10−2

max V̇o 3.20 16.96 2669 6.01×10−2

Fig. 5.9 Breakup regime range of jets for both nozzles

(Martínez, 2014)
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drawn into the jet. Such behaviour was noted during mass flow calibration of the jets, where

increased amounts of micro-sized air bubbles (< 0.5 mm diameter) were noted.

It was noted that the jet for the small gallery nozzle exhibited more severe breakup

behaviour (Figure 5.8f) in comparison to the large gallery nozzle, although the breakup

regime ranges were comparable. The small gallery nozzle jet portrayed a behaviour that

may be described as close to atomisation at the highest flow rate. An alternative nozzle

design was investigated, where only the last 5 mm before the nozzle exit were of constant

cross-sectional diameter (2.0 mm), rather than the last 25 mm. The recorded jets exhibited

significant differences in the jet breakup at identical flow rates, as shown in Figure 5.10. The

largest differences were found at the highest flow rate. As the test conditions, such as flow

Fig. 5.10 Oil jet breakup at flow rate of 3.2 l/min for different nozzle designs

rate, temperature, density, viscosity, etc., were identical in both cases the difference in the jet

behaviour can be linked to the nozzle design.

It was also shown previously that the curvature of pipes caused a difference in the cross-

sectional velocity, whereby the higher velocities were found on the outer curvature surface of

the bend (Triep et al., 2013). The superposition of the higher flow velocity in the bend from

the reduced cross-section and the higher velocity on the outer surface in the bend would lead

to the highest jet exit velocity on the extension of the outer surface. The higher exit velocity

of the free stream jet induced more shear into the contact layer between air and oil, leading to

stronger breakup. On the contrary, at the inner surface of the pipe bend the velocity would be
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lower, leading to a lower exit velocity at the extension of the inner surface at the nozzle exit

and therefore reduced shear between air and oil and less breakup.

Based on the findings it can be derived that the breakup analysis using the Reynolds

and Ohnesorge numbers has significant shortcomings when curvatures and cross-sectional

changes occur in the proximity of the nozzle exit. The majority of published results from jet

studies considered free, gravity driven and straight nozzle flow, where no disturbance from

pump pulsation or pipe curvature was present. Such analyses should therefore only be used as

a guideline.

5.3 Large gallery model tests

5.3.1 Investigation cases for visualisation

The visual recordings provided reference information for the oil behaviour inside the gallery,

especially with respect to bulk flow and filling conditions. Four cases were specified for

investigation, based on volumetric flow rate and rotational crank speed.

The flow rates were selected based on the demand to generate an oil jet with low to

medium boundary breakup to provide a high catch rate and to reduce high impact splash of

the jet on the gallery model. Tests with higher flow rates produced high levels of sideward

droplet splashing, significantly affecting the visibility of the gallery by interfering with the

viewing direction from the camera. The rotational speed was restricted by the power of the

electric motor and limitation of balancing. The test cases are shown in Table 5.4.

Table 5.4 Flow assessment cases for large gallery model

Test

Rotational Volumetric Stroke Flow

crank speed flow rate regime

rpm l/min mm –

1 300 4.0 170 laminar

2 300 6.0 170 turbulent

3 600 4.0 170 laminar

4 600 6.0 170 turbulent
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Images were recorded near the dead centres at a recording rate of 4500 fps with a resolution

of 256 × 256pixels. Higher recording speeds were considered, but were found to significantly

reduce image resolution and thereby the visual sensitivity for flow identification and analysis.

The camera was placed at approximately one meter from the piston model. The distance

was required to avoid oil splashing onto the camera lens, since the use of a splash screen

guard was not practical due to the oil drops interfering with the view. In addition to improve

the visibility of the flow and to enhance the contrast of the oil air separation surface, two

50 W halogen lamps were used. These were at the same distance as the camera to avoid safety

issues with the temperature of the lamp and any potential splashing oil droplets.

The gallery was axi–symmetric with exception of the inlet and outlet holes, allowing

recording of only one branch of the gallery as the flow in the other branch was deemed to be

mirrored behaviour.

The test rig splash guard allowed only visibility of the moving gallery model from one

outside direction. In order to investigate the in-gallery flow the model was rotated on the

sliding frame cross-member. For each viewing position the nozzle position was rearranged to

align the oil jet with the new position of the inlet hole. Care was taken to achieve identical

impingement positions at the inlet hole for TDC and BDC position of the model.

Four camera positions were selected for the recording of the oil flow behaviour, as shown

in Figure 5.11. The choice of recording positions was based on a preliminary visual study,

investigating the flow behaviour along the gallery branch. The inlet position (A) was chosen

because of the inflow of the jet and the high turbulence and mixing of flows. The outlet

position (D) was of major interest because of the interference of exiting and re-entering flow

of oil. The viewing position at 45°from the gallery inlet (B) was selected, as the oil flow

showed a strong reduction of the turbulence. The position at 45°from the gallery outlet (C)

was chosen due to the flow incorporating strong large-scale mixing of oil and air.

A fifth position was considered in the central part of the gallery branch (90°from the inlet),

but could not be implemented due to limitations of oil nozzle arrangement. With the gallery

model fitted to the top of the sliding frame cross-member the central viewing position led to

the covering of the inlet and outlet of the gallery.

Figure 5.12 shows a cross-section of the gallery model defining the specific walls of the

gallery. In particular the inward tilting surface of the outer gallery wall played a crucial role

in the flow behaviour.
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Fig. 5.11 Camera positions for flow recording of large gallery model

Fig. 5.12 Section of large gallery model with specified wall identifiers

The circular shaped outside surface of the gallery model required extra consideration with

regards to the area of the gallery suitable for flow analysis. The recorded images would still

show gallery flow in areas of the outer limits of the model, although no gallery was present in

this location. The reason can be found in the refraction of light at the interface between the

solid transparent gallery model material and the air outside the gallery. This led to a distorted

view towards the outer part of the gallery prohibiting the analysis of the full gallery width.

The problem is highlighted for a particular case shown in Figure 5.13. The top portion shows

the cross-section of the CAD model, indicating the outer limit position of the internal gallery

within the model. The bottom portion shows an image from the high-speed recording with

internal flow pattern. It can be clearly seen that an air bubble is visible near the outside of the

recorded image of the gallery model, although the gallery did not exist in this area.
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Fig. 5.13 Image showing distorted flow towards edge of large gallery model

The gallery height of 45 mm was covered by approximately 70 pixels. The movement

of a flow feature, e.g. air bubble boundary, can only be traced within one pixel accuracy,

or approximately 0.64 mm, which equated to a relative error of 1.4%. Besides the pixel

resolution error, the presence of flow features outside the gallery surfaces introduced an

additional error, which may be termed a viewing position error. Assuming a direct view

towards the gallery centre (symmetry axis) the refraction did not produce an error, as the entry

and exit angles were perpendicular to the surface. As the viewing direction moved towards the

outside of the model the refraction angle changed and a viewing position error was introduced,

until the maximum refraction angle was reached. There were also two refractions, one on

the outside surface of the model and one at the outer gallery surface. For viewing positions

between the centre axis and 35.6 mm from the centre axis, the recorded flow related to flow

between the inner and outer gallery surface. This position was termed maximum outside view,

as shown in Figure 5.14. Beyond this point the recorded flow should be treated with care.

In order to keep the viewing position error at a minimum to allow good comparability with

simulation data it was decided that the error should not be larger than one pixel of the image

resolution. The safe distance was found to be approximately 22.5 mm from the centre axis,

allowing for a safe image analysis width of 45 mm, giving a total error from pixel resolution

and refraction as 2.8%. This was deemed sufficient accurate for the study.

In order to identify larger air bubbles in the gallery that may be hidden within the oil

flow, the use of a laser was considered, but the aeration from the jet breakup prior to entering

the gallery and the strong mixing of oil and air at the inlet section prohibited the view of

the laser-enhanced flow pattern inside the gallery. Furthermore the refraction of the laser at
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Fig. 5.14 Schematic of maximum suitable view angle and usable width for flow analysis of

large gallery model

the gallery surface also led to a reduction in laser brightness and did not lead to images of

sufficiently improved quality for analysis. Therefore the laser was not used.

5.3.2 Results at BDC, 600 rpm and 4.0 l/min

The following images show the bulk flow behaviour inside the gallery of the large gallery

model. The arrows indicate the direction of the flow, either for the air oil interface (blue

colour) or the bulk oil flow (red colour).

Figures 5.15 to 5.17 show a selection of images highlighting the flow behaviour of the

oil and air within the gallery from various view angles at BDC. During the downward stroke

the oil inside the gallery occupied the full space from top to bottom only with larger air

bubbles appearing near the gallery exit. As the gallery approached the BDC the oil started to

move towards the bottom of the gallery primarily as a result of the deceleration of the gallery

approaching the standstill at BDC. The flow behaviour can be seen along the gallery length,

from inlet to exit. Additional information about gallery filling including positions before and

after BDC and TDC is shown in Appendix B.

At the inlet section the oil jet was passing through the layer of oil located at the bottom of

the gallery (A) at all times, as shown in Figure 5.15. The oil jet had also sufficient momentum

to force its way through the gallery bottom oil layer to impact on the inward facing inner

gallery wall. The impact diverted the flow away from the inlet hole into the gallery (B) with

partial circulation in the bottom oil layer near the inlet (C). This flow was also encouraged
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by the large amount of air at the top of the gallery, especially after the BDC. Furthermore,

despite the inertial movement of oil towards the bottom of the gallery, there was little oil

exiting through the inlet hole (D), as compared to the outlet, also indicating the high jet inertia

relative to the inertial oil movement.

Fig. 5.15 Flow behaviour large gallery model inlet sections at BDC for 600 rpm and 4 l/min
flow rate (front view)

Due to the translucence of the oil it was unfortunately not possible to identify the precise

conditions at the inlet hole, whether air drawn into the gallery by the jet built an extra

separation layer between internal gallery oil and entering jet.

Figure 5.16 shows the movement and deformation of the larger air bubbles in the mid-

gallery sections (E). The air movement was mainly dictated by the flow of the oil, which itself

was dictated by the inertial forces on the oil (F) and the availability of space (air bubbles).

The smaller-sized air bubbles were dragged along in the oil stream and followed the main oil

bulk flow (G). A clear size difference between the independent moving air bubbles and oil

flow driven air bubbles could not be determined due to insufficiencies in the images resolution.

There was strong oil outflow from the outlet (H) during the whole BDC position range,

as a result of the deceleration of the gallery model before BDC and acceleration after BDC.

This outflow continued during parts of the upward movement. There was also “back-lash” or

“swirl” induced oil flow towards the outlet of the gallery, best visible where large air bubbles

were present (I), as indicated in Figure 5.17.

As the oil was distributed across the gallery height during the downward stroke, the

deceleration near the BDC forced the oil onto the gallery bottom surface at BDC, but due

to a larger oil mass at the gallery outside and the sloping bottom gallery surface, the oil
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Fig. 5.16 Flow behaviour large gallery model mid-gallery sections at BDC for 600 rpm and

4 l/min flow rate (135° and 45° view from inlet)

Fig. 5.17 Flow behaviour large gallery model exit sections at BDC for 600 rpm and 4 l/min
flow rate (rear view)

flowed towards the inner gallery surface and was pushed up the inside and then towards the

centre due to the inward tilting inner gallery wall. Figure 5.18 highlights the flow behaviour

in the cross-section, identifying stages of occurrence. As can be seen in Figure 5.17 and

indicated in Figure 5.18, there occurred an upward swirl inside the gallery, eventually leading

to insufficient amounts of oil at the exit, leading to a reduced outflow and breakup.

The onset of forced outflow as a result of internal flow behaviour, not gravitational pull,

occurred at approximately 60° bBDC and had a near constant flow rate behaviour until

40° aBDC. After this the flow rate reduces, until at half stroke (90° aBDC) the outflow almost

terminated.

5.3.3 Results at TDC, 600 rpm and 4.0 l/min

Figures 5.19 to 5.21 show the behaviour of air and oil inside the gallery at TDC. Additional

images showing also the behaviour before and after TDC are provided in Appendix B.
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Fig. 5.18 Flow inside gallery cross-section; a) schematic representation of flow near BDC, b)

recorded flow conditions at gallery exit 30° aBDC

Overall it can be seen that when the gallery reached the TDC the majority of the oil

was distributed across the height of the gallery, with larger air bubbles present near the inlet

and in the further sections of the gallery. The distribution was a result of the reduction of

the gallery velocity approaching TDC, where the inertia forces dictated the movement. The

gallery cross-section had a reduced radial depth at the top in comparison to the gallery bottom,

which was significantly broader. The reduced space at the gallery top provided less space

for the oil and the only flow was therefore towards the air bubbles pushing them downwards

inside the gallery. The locations of the air bubbles played a crucial role in the direction of the

flow.

Air was drawn into the gallery together with the oil jet (J), as the oil jet had widened

as a result of the jet breakup and the larger distance between gallery inlet and nozzle. This

also caused turbulence at the inlet (K), as indicated by the formation of many small-sized air

bubbles (L) (white spots due to reflection of light), shown in Figure 5.19. The larger-sized air

bubbles at the gallery bottom (M) were a result of the large content of air present inside the

gallery top at BDC, but not from the jet entry.

As the oil was pushed upward in the mid-gallery sections (N) the smaller width at the

top and hence lower volume prohibited collection on top, as shown in Figure 5.20. The oil

was flowing to the areas of lowest resistance, which were the large air bubbles in the later

mid-gallery sections (O). This also introduced a flow towards the gallery exit (P). The large

air bubbles were broken down and formed a low layer at the gallery bottom (R), which moved

towards the exit, but also back towards the inlet channel leading to some circulation of the air
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Fig. 5.19 Flow behaviour large gallery model inlet sections at TDC for 600 rpm and 4 l/min
flow rate (front view)

in the mid-gallery sections. This caused a circulating flow over the full crank cycle between

the inlet and the later mid-gallery sections.

Fig. 5.20 Flow behaviour large gallery model mid-gallery sections at TDC for 600 rpm and

4 l/min flow rate (135° and 45° view from inlet)

The breakup of the air bubbles at the bottom and the mixing with some of the oil led to a

forced movement of both towards the exit channel (S), as indicated in Figure 5.21. The result

was a combined flow of oil and air exiting the gallery through the outlet channel. Whilst the

flow of air was mainly outward, the flow of oil showed both, in and outflow (T).

During the upward stroke oil was flowing out of the exit hole, but still with a resulting

upward movement direction, although with a lower velocity than the gallery model velocity.

While the gallery velocity was dictated by the driving conditions and was prescribed by

the rotational crank speed, the oil velocity was a function of the outflow velocity and the

experienced gravitational forces and did not follow the rules of the gallery velocity. This

resulted in upward moving oil, while the gallery was at standstill at TDC, leading to an

impact between exiting (downward flowing) internal gallery oil and entering (upward moving)
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external oil. Depending on the position of the upward moving oil, which depended on the

direction of the outflow during the upward stroke, there occurred pure outflow, pure inflow or

a mix of both.

Fig. 5.21 Flow behaviour large gallery model exit sections at TDC for 600 rpm and 4 l/min
flow rate (back view)

Figure 5.22 shows a schematic representation of the movement of oil in the full gallery

branch explicitly highlighting the colliding flows of oil from the inlet and exit sections.

Fig. 5.22 Schematic representation of oil flow direction inside gallery after TDC

5.3.4 Commonalities and differences between cases

Figures 5.23 to 5.26 highlight the gallery filling and air distribution for the investigated cases

identified in Table 5.4 on page 109.

At the BDC the largest air content in the gallery inlet sections was located at the gallery

top wall, as shown in Figure 5.23. As shown previously, the inertia driven flow was the
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source of positioning the oil at the gallery bottom. Although the inertia effects increased with

rotational speed the oil jet showed similar behaviour of piercing through the bottom oil layer,

indicating sufficient high momentum to control inflow. There was consistency in the flow

behaviour for all flow rates and engine speeds, but the filling height showed variations with a

tendency of slightly lower filling at higher flow rates, whereby the rotational speed had less

influence on filling.

While the inertia effects placed the oil at the gallery bottom in the inlet sections, there was

still oil distributed across the gallery height in the outlet sections, as shown in Figure 5.24.

The reason was found in the collision of the flows from both gallery branches. The amount

of oil flowing in the gallery branches towards the outlet was significantly more than the

amount of oil being able to pass through the outlet channel, whereby the non-exiting oil was

partially pushed upwards in the gallery. The air bubbles were defined with sharper boundaries,

indicating a reduced turbulence with less air bubble surface breakup. It can also be seen that

the largest amount of air was present for the lower crank speeds, which was the opposite

condition to the inlet section.

As the inertia driven flow also led to swirling flow inside the gallery, the reduced crank

speed caused lower inertia forces and reduced velocities, collecting more oil at the inlet,

which otherwise would be circulated away from it, as indicated in Figure 5.22. The swirling

behaviour in the radial cross–sections at BDC was also present, although larger gallery filling

reduced the effect.

When the gallery was at the TDC the majority of the air was located at the bottom of

the gallery, as shown in Figure 5.25. The stationary condition of the gallery at TDC allowed

the inertia driven flow of the oil to progress to the top of the gallery. There was minimal

difference in the actual location of the larger air bubbles between the various conditions and

the frontal size of them did not differ significantly. It can also be seen that there were more

medium-sized air bubbles present for the lower flow rates, although no significant influence

of the engine speed could be determined. It may be noted that the flow velocities may be

different between the cases, but a sufficient accurate determination of the velocities was not

possible from the recorded still frames.

As identified previously the inertia effects on the oil determined the position of the air

bubbles in the gallery outlet sections with low effects of the gallery flow from the inlet.

Figure 5.26 shows that at 600 rpm the majority of the air was located at the gallery bottom,
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Fig. 5.23 Large gallery model filling of inlet sections at BDC and for different flow rates and

crank speeds

Fig. 5.24 Large gallery model filling of outlet sections at BDC and for different flow rates and

crank speeds
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while at 300 rpm the air was still in transit and had not fully reached the gallery bottom.

This indicated that with higher rotational crank speed the inertia effects were increasingly

controlling the flow inside the gallery, particular with the absence of the forced inflow

conditions from the oil jet.
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Fig. 5.25 Large gallery model filling of inlet sections at TDC and for different flow rates and

crank speeds

Fig. 5.26 Large gallery model filling of outlet sections at TDC and for different flow rates and

crank speeds
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5.4 Small gallery model tests

5.4.1 Investigation cases for visualisation

The higher possible speed range for the small gallery model allowed the investigation of a

wider range. The selected test cases are shown in Table 5.5.

Table 5.5 Flow assessment cases for large gallery model

Test

Rotational Volumetric Stroke Flow

crank speed flow rate regime

rpm l/min mm –

1 750 1.651 88 laminar

2 500 1.105 88 laminar

3 500 2.121 88 laminar

4 1000 1.105 88 laminar

5 1000 2.121 88 laminar

The axi-symmetric cross–section of the small gallery model allowed for the recording

of the flow behaviour within one gallery branch. The flow was deemed to be of symmetric

behaviour, as highlighted for the large gallery model. Images were taken at 4500 fps with

a resolution of 256 × 256 pixels. The small height of the gallery and the short stroke in

relation to the gallery diameter allowed the recording of the full stroke length at once, allowing

analysis of the flow inside the gallery during a complete crank cycle.

The reduced height of the model also allowed the fixation at the bottom of the slider frame

cross–member, providing viewing conditions for the inflow and outflow without obstruction

or limitation in visibility and flow for different viewing positions. Furthermore the gallery

was smaller in diameter, as compared to the large gallery model, with the consequence that

three viewing positions of the gallery were sufficient to capture the flow. Figure 5.27 shows

the viewing position setup for imaging. The rearrangement of the jet with regards to the

inlet hole was necessary for each view position, as found for the large gallery model. The

arrangement was conducted at static conditions for BDC and TDC position. Extra care was

taken to reproduce identical flow conditions inside the gallery before commencement of

transient image recording.

Figure 5.28 shows the definition of the wall names of the small gallery model for better

understanding of the description of the flow behaviour inside the gallery.
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Fig. 5.27 Camera positions for flow recording o small gallery model

Fig. 5.28 Section of small gallery model with specified wall identifiers

There were limitations concerning the suitable view width for analysis, as experienced

with the larger gallery model. The refraction of the light, as it passed from inside the gallery

into the model material and then out of the model again to the camera, caused a distorted view

of the inside. Figure 5.29 shows a comparison between the gallery model cross-section and a

recorded image of the conditions inside the gallery, clearly identifying the area of the gallery,

where the highest distortions occurred. It can be seen that there were still flow features visible,

although there was no physical gallery present.

The gallery height of 10 mm was covered by approximately 22 pixels. The movement of a

flow feature, e.g. air bubble boundary, could only be traced within one pixel, or approximately

0.46 mm, which equated to a relative error of 4.6%.

With increasing distance from the centre axis the induced viewing position error due to

refraction on the outer model surface curvature also increased, as described previously for

the large gallery model. In order to keep the viewing position error at a minimum to allow
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Fig. 5.29 Image showing distorted flow towards edge of small gallery model

good comparability with simulation data it was decided that the error should not be larger

than one pixel of the image resolution. The safe distance was found to be approximately

23.2 mm from the centre axis, as shown in Figure 5.30. This allowed for a safe image width

of 46.4 mm, giving the total pixel resolution error and refraction error as 9.2%. It was still

deemed sufficient accurate for the study, given the limitation of the camera resolution.

Figure 5.30 also shows the relative view angle of the gallery for the safe viewing condition.

At a total view angle of 27.6°to the left and right of the centre axis (full section width 55.2°)

the angle was deemed large enough to allow three recording positions. The maximum outside

view was determined as 32 mm from the centre and any flow captured beyond this point

should be treated with care.

Fig. 5.30 Schematic of maximum suitable view angle and usable width for flow analysis of

small gallery model

It should also be noted that there was a positioning error occurring due to the curvature of

the gallery at the top and bottom. As the gallery was investigated for the position of air and
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oil along the length, this error might be omitted. If gallery filling analysis with respect to oil

fill ratio should be conducted, then this should be included.

5.4.2 Conditions at BDC, 750 rpm and 1.65 l/min

For the gallery movement from before BDC to after BDC permanent oil inflow occurred (A),

impacting on the top wall of the gallery. The flow deflected sideways into the gallery branches

(B) showing features of strong oil and air mixing, and subsequent features of high turbulence.

While approaching the BDC the deceleration of the gallery forced a wall-bound downward

flow (C). Although it cannot be attributed to gallery deceleration, the opposing movement of

the gallery may have produced a direction driven surface reflection, leading to a combination

of sideways deflection and downward reflection as shown in Figure 5.31. At the BDC the

flow changed to a more horizontal direction along the gallery top, as the opposing movement

reflection was eliminated.

Fig. 5.31 Flow behaviour small gallery model inlet sections at BDC for 750 rpm and

1.651 l/min flow rate (front view)

Approximately 60°into the gallery branch from the inlet channel the turbulent features

deteriorated and the formation of larger air bubbles occurred (D). As the gallery approached

BDC the oil was forced to the bottom of the gallery due to deceleration (E). The small gallery

size forced the air bubbles to move in the same direction as the inflow driven oil flow (F), as

indicated in Figure 5.32. The bulk flow velocities of oil and air were different, with the latter

being slower, producing a slight bubble rotation effect.

As the flow reached the outlet section the majority of outflow was oil (G), as the air

bubbles were located and collecting at the gallery top (H), as shown in Figure 5.33. There

was still continuing push on oil and air from the mid-gallery section and both moved towards

the outlet (I).
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Fig. 5.32 Flow behaviour small gallery model mid-gallery sections at BDC for 750 rpm and

1.651 l/min flow rate (side view)

Fig. 5.33 Flow behaviour small gallery model outlet sections at BDC for 750 rpm and

1.651 l/min flow rate (back view)

5.4.3 Conditions at TDC, 750 rpm and 1.65 l/min

At the inlet section the flow near the TDC showed a shorter high turbulence region. In

comparison to the BDC, the distance from the inlet channel was only 40°. There was still

a mixture of oil and air entering the gallery (J), as shown in Figure 5.34. The increased

distance of the inlet from nozzle exit reduced the strength of the inflow and therefore the

protruding length of the turbulence region. At the same time the approaching of the TDC

caused a movement of the oil towards the gallery top, resulting in a horizontal oil flow into

the gallery due to the oil jet (K) and forcing air bubbles into the mid-gallery section (L).

Fig. 5.34 Flow behaviour small gallery model inlet sections at TDC for 750 rpm and

1.651 l/min flow rate (front view)

Beyond the high turbulence region the formation of larger scale air bubbles took place.

The air bubbles were located at the bottom of the gallery due to the inertia effects on the oil

(M). These were sufficiently strong to balance the height of air bubbles at the TDC across

the gallery length, as shown in Figure 5.35. Although inertia played a strong role in the flow
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behaviour inside the gallery, particularly on the position of air, the flow was mainly driven by

the oil inflow into the gallery (N). The small gallery size did not allow for large scale vertical

flow, as seen in the large gallery model.

Fig. 5.35 Flow behaviour small gallery model mid-gallery sections at BDC for 750 rpm and

1.651 l/min flow rate (side view)

Figure 5.36 shows the flow in the outlet sections at TDC. During the upward movement of

the gallery a permanent flow of air and oil towards the exit occurred (O), but only near the

TDC the inertia effects on the oil were strong enough to force the flow. The majority of the air

was found at the gallery bottom (P) and as the gallery came to a standstill the outflow changed

from oil to air until the larger air bubbles had exited. Simultaneously there was still flow of

air and oil from the mid-gallery sections towards the outlet channel. When the gallery started

to move downward, the outflow changed to a combination of oil and air again, depending on

the amount of air present and the flow conditions in the mid-gallery section.

Fig. 5.36 Flow behaviour small gallery model inlet sections at BDC for 750 rpm and

1.651 l/min flow rate (front view)

5.4.4 Commonalities and differences between cases

The main location of the air inside the gallery at BDC was at the top of the gallery and was

common for all crank speeds, flow rates and gallery branch positions, as shown in Figure 5.37.

There occurred fairly clear oil bulk flow for the lowest flow rates of 1.105 l/min, indicating

little mixing of the oil and air, particularly with regards to air entrainment. At a crank speed

of (500 rpm) were also medium-sized air bubbles present at the inlet (front view), which
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started to combine into larger-sized air bubbles approximately 40°from the inlet channel. This

position also coincided with the end of the inflow generated turbulence region, which was the

driving factor for the air combination.

With increasing flow rate the amount of entrained air increased, clearly indicated by the

translucent gallery filling. In addition the length of the turbulence region caused by the jet

entry increased. The longest distance of turbulence was found for 500 rpm and 2.212 l/min,

which reached nearly 80°from the inlet. A comparable length was also found for 750 rpm at

1.651 l/min, indicating that the crank speed had a smaller influence on the inlet turbulence

than the flow rate and jet velocity respectively.

The lowest flow rate of 1.105 l/min showed the highest amount of oil in the gallery,

with the location of the air in the gallery being at near identical positions, indicating an

independence from crank speed as well.

At the TDC the air was found on the gallery bottom along the gallery length, as shown

in Figure 5.38, due to the inertia forces on the oil, as the direction of the gallery changed.

Furthermore the same air entrainment in the oil was present as for the BDC. The increased

distance of the nozzle from the gallery did not have a significant effect on the air entrainment.

There occurred less length of inlet turbulence region from the inlet channel. In comparison

to the BDC cases with a maximum furthest distance of 80°, the turbulence region length at

TDC was only approximately 40°from the inlet channel. The increased distance from the

nozzle exit led to reduction in oil jet velocity and momentum due to longer occurrence of

air resistance on the outside of the jet and partially by gravitational effects. The increased

distance also led to widening of the jet cross-section as it reached the inlet channel, further

reducing momentum due to channel wall contact effects.

A comparison of air content revealed that an increase of crank speed, at constant flow rate,

led to lower amount of air. This can be seen particularly at the side view, where a comparison

of 500 rpm and 1000 rpm, both at 1.105 l/min, showed an air occupation of approximately

80% and 50% of the gallery height respectively. An increase in flow rate at constant speed

showed an increase in oil filling, although the increased air entrainment would contribute

to the overall air content. The combination of jet inflow driven forward flow and inertia

controlled air positioning resulted in a majority of the air escaping through the outlet hole,

before the oil was exiting.
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Fig. 5.37 Flow behaviour in gallery of small gallery model at BDC for recorded rotational

crank speeds and oil flow rates
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Fig. 5.38 Flow behaviour in gallery of small gallery model at TDC for recorded rotational

crank speeds and oil flow rates
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5.5 Summary

This chapter focused on the determination and analysis of the behaviour of the oil jets ejected

from the nozzles and the flow behaviour inside the large and small gallery models at various

operating conditions.

Both oil jets exhibited similar breakup behaviour, which can be described as wave-like and

led to an increase in cross-sectional area with increase in distance from the nozzle. Higher flow

rates increased the jet widening angles and led in some instances to jet diameters larger than

the diameter of the gallery inlet. This was accompanied with an increase in air entrainment

into the jet. The breakup was also greatly influenced by the nozzle design, especially the

design of the nozzle tip.

Both galleries showed similarities in the internal flow behaviour, but also distinct flows,

which could be linked to the gallery size and shape.

The vertical movement of oil inside the galleries was primarily driven by inertia, as a

result of the acceleration and deceleration of the gallery models near the dead centres. The

main location of the oil at TDC was found near the gallery top and at BDC near the gallery

bottom. The movement of the oil from top to bottom and vice versa occurred during the

second half of a stroke and finished after the dead centre position. This effect was more

visible in the large gallery than the small gallery, which can be attributed to the difference in

gallery volume. The larger gallery may contain a similar oil fill ratio (percentage), but the

absolute volume of air was higher, allowing for increased freedom of movement. Additionally

the cohesion of air bubbles in the smaller gallery formed air bubbles of a size that obstructed

some of the oil movement, as the surface tension effects counteracted breakup. There was no

indication that gravitational force affects the vertical movement inside the gallery.

At the inlet section of both galleries high turbulences occurred due to the entering oil jet,

being expressed by strong air and oil mixing. The jet momentum for all investigated cases was

sufficiently high to pass through any oil layer inside the gallery, and impacted on the gallery

top surface. After the impact the flow was deflected and the gallery shape controlled the

direction of the flow. While the inward facing inner gallery wall of the large gallery produced

a circulating flow near the inlet channel, the horizontal top surface of the small gallery showed

a direct flow into the gallery branch. The distance between nozzle exit and gallery inlet had an

effect on the size of the turbulence region in the gallery. While the longest turbulence region
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length at BDC reached almost the mid-gallery length, the length was significantly shorter at

TDC.

In the mid-gallery sections, beyond the inflow based high turbulence region, occurred

formation of large air bubbles. The horizontal flow was mainly a result of the deflected

flow from the inlet section. The gallery shape again controlled the flow behaviour. The

more race-track shaped cross-section of the smaller gallery produced a smoother wall-bound

flow, while the large gallery with an inward facing inner wall did not allow for such smooth

wall-bound flow and showed more chaotic and sloshing flow behaviour. There was a more

directed forward flow of oil and air in the smaller gallery, due to the lower volume and the

reduced ability of the oil to break the air bubbles down (surface tension). In the large gallery

the bigger volume allowed for the air to be swirled around locally, rather than transported

along the gallery.

The flow in the outlet section was influenced by the flow from the gallery branches, as

well as the condition outside the gallery outlet. During the upward stroke the majority of the

exiting oil was from the gallery outlet, but still with an upward directed movement following

the gallery. The gravitational forces slowed the outside oil down and delayed the impact with

the gallery outlet until the downward stroke (after TDC), leading to some re-entrance of oil

into the gallery, but also air.

An increase in flow rate generally led to an increase in filling and air entrainment, although

the effects were much less for the large gallery.

The effect of the engine speed on the filling varied with gallery size and flow rate. While

there appeared to be an increase in filling of the small gallery at lower flow rate and with

increase in speed, there was negligible effect at higher flow rate. The effect of crank speed on

the large gallery filling was generally small, only showing slight variation in the inlet section

of the gallery. Overall the crank speed showed little effect on the location of the air and oil

within the gallery.
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This chapter is concerned with the numerical study of the identical gallery shapes and cases

as identified in the experimental study.

The first part investigates the flow from a nozzle to assess the conditions surrounding

the oil jet and the best method to achieve appropriate results, but also at minimum required

computational expense to use the software license most efficient.

The second part is concerned with the investigation of the large gallery model (LGM).

After the description of the model setup, a mesh sensitivity study is performed, followed by

an assessment of the uncertainties. A suitable mesh model is used to perform an analysis of

the flow inside the gallery for the corresponding cases to the experimental investigation in the

previous chapter.

The third part is focused on the small gallery model (SGM) and follows the same proce-

dures as for the large gallery model, although lessons learned from the large gallery model

were used in order to reduce the number of initial studies of mesh independence. The corre-

sponding cases to the experimental study were performed and the flow analysed. The chapter

then closes with a summary of the findings.

6.1 Model assumptions overview

Based on findings from the literature review and available modelling techniques of the

software the following assumptions were made for the model:

• The realisable k−ε−model was used in order to improve representation of the breakup

of the free round oil jet from the crankcase nozzle. This was different from Pan et al.

(2005) study using the standard k− ε −model, as their investigation did not include a

free jet.
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• The VOF model was used for the tracking of the interface, as it allowed sharper oil air

interface presentation and enhanced phase separation. Care was taken with regards to

mesh size, as large elements may cause underestimation or overestimation of cell filling

due to the linear piece-wise interpolation of the method. This was especially true for

large surface curvature and small sized droplets.

• Surface tension was included, as it was a controlling factor for jet breakup and was

expected to affect the in-gallery flow.

• The flow was isothermal. There was no heat transfer between boundaries and fluids.

This would require detailed knowledge of the heat transfer conditions, which were

currently solved only by adapting models to suite few measurement points, while

internal gallery flow conditions were not fully investigated and validated.

• The viscosities of the fluids were constant, as the temperature was constant. For the

inclusion of heat transfer, and subsequent changes in density and viscosity, the correct

boundary conditions would be required (see above), which were unknown or could only

be derived from simulations. Oil temperature during the validation tests was constant

in order to reduce viscosity changing effects.

• Phases of oil and air were incompressible. The investigated domain of the gallery

represented an open channel connected to a constant pressure ambient reservoir. The

space outside the gallery was modelled to include effects concerning the low pattern

outside the inlet and outlet channel of the gallery and any interaction with the internal

gallery flow.

• Wall boundaries were not modelled with boundary layers, as the driving force from the

gallery movement was significantly larger than the frictional forces on the wall and no

heat transfer was included. Wall function (enhanced wall-functions) allowed for coarser

mesh, while still maintaining consideration of shear flow near wall boundaries.

• The flow was transient and the movement of the gallery model was sinusoidal to

represent the movement during experimental investigation.

• The flow from the nozzle was at a constant flow rate, neglecting pulsating effects from

the oil pump delivery. The nozzle exit velocity was represented by a cross-sectional

profile to represent the differences of laminar or turbulent conditions found at the nozzle

exit.
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6.2 Nozzle Flow

The experimental results showed a breakup of the oil jet for various flow rates. Prior to the

gallery modelling it was decided to investigate the effects of pump pulsation on the behaviour

of the oil jet. In particular the jet development and breakup was of interest, as the diameter of

the oil jet played an important role in the amount of the oil entering the gallery and therefore

the oil catch ratio. In the experiments the oil was delivered by a vane-type pump. Positive

displacement pumps, such as vane pumps, inherently produce time-dependent pulsating flow,

as shown by Jones et al. (1998), Giuffrida and Lanzafame (2005) and Bianchini et al. (2009).

It was stated that the magnitude of pulsation strongly depended on the design of the pump

and the pulsation magnitude may be reduced by design features, such as relief grooves, which

would also generate flow with almost solely sinusoidal behaviour.

The oil jet behaviour in an undisturbed unconstrained environment (free flow) was in-

vestigated for one specific case in order to assess the requirements to generate sufficient

accurate jet representation, but also to minimise computational expense with regards to the jet

modelling in the gallery models. The numerical study of the jet behaviour was based on the

large gallery nozzle only, as the experimental study for this nozzle provided the best results

in terms of pulsation frequency and jet behaviour consistency. The flow domain is shown

in Figure 6.1. The dimensions were taken directly from the large gallery nozzle. The flow

domain consisted of a cylindrical core jet volume (including the nozzle) and a cylindrical

far-field, representing the environment around the jet. Use was made of symmetry to further

reduce computational demand. The generated hexahedral mesh consisted of a finer mesh in

the jet core and jet surface area and a coarser mesh at a distance of 1/2 the jet diameter. One

mesh refinement step was performed capturing the jet and jet surface mesh in order to analyse

the influence on the jet breakup behaviour. Thereby all cells in the refinement area were split

into eight hexahedral cells.

An analysis of the recorded experimental images showed that consecutive jet breakup

pattern occurred at identical image positions at an interval of 9 images. At a recording rate

of 9000 fps this equated to a pulsation frequency of approximately 1000 Hz. Unfortunately

the variation of pressure or flow rate could not be recorded and an approximation had to be

made. Bianchini et al. (2009) found for a combustion engine lubrication pump a maximum

and minimum variation of discharge pressure of +4% and -7% respectively from the average
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Fig. 6.1 Domain for oil jet behaviour modelling

pressure. Eight cases were investigated, of which four cases were with a curved nozzle, as

shown in Figure 6.1, and four cases with a straight nozzle at the following conditions:

a) curved nozzle with constant flow, no refinement,

b) curved nozzle with constant flow, with refinement,

c) curved nozzle with pulsating flow at 1000 Hz frequency, no refinement,

d) curved nozzle with pulsating flow at 1000 Hz frequency, with refinement,

e) straight nozzle with constant flow, no refinement,

f) straight nozzle with constant flow, with refinement,

g) straight nozzle with pulsating flow at 1000 Hz frequency, no refinement,

h) straight nozzle with pulsating flow at 1000 Hz frequency, with refinement,

There was no additional modelling of any machinery or test rig vibration. Only the jet

behaviour due to pulsation and the curved nozzle was of interest. All cases were conducted

at the same average volumetric flow rate of 4.0 l/min. The fluctuations from the average

flow rate were +4.0% and -7.0% to produce maximum and minimum flow rate respectively.

The oil was assumed to be incompressible at such low pressures and the domain inlet was

defined by an inlet velocity with a time profile as shown in Figure 6.2. At the prescribed flow

conditions the inflow was still laminar with a Reynolds number of 1892 for an exit velocity of
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9.43 m/s. At the model inlet a laminar profile was specified, reflecting the inlet conditions

more accurately, with the velocity at the wall being zero and maximum in the centre of the

flow.

Fig. 6.2 Nozzle entry velocity profiles

In order to model jet breakup accurately the domain relies strongly on the mesh density, as

shown by Pai et al. (2008), Shinjo and Umemura (2010), Delteil et al. (2011) and A.Berlemont

et al. (2012). A very fine mesh is required to allow accurate tracking of small droplet separation

and impact, which leads to the breakup. This mesh dependency is one of the drawbacks of

the VOF model, as the interface tracking is based on the evaluation of the phases inside a

mesh cell, as shown by Delteil et al. (2011). For too coarse meshes the individual droplets

detaching from the main bulk flow cannot be captured and only interface diffusion occurs.

The behaviour of the interface diffusion can be noticed for all cases, where the standard

meshes indicated interface surface rippling, while the refined meshes allowed for a better

capturing of the surface and some of the surface rippling was eliminated. This effect was best

noticeable by comparison of Figure 6.3e & f, where the refined mesh did not show any signs

of surface rippling. The effect of the entry conditions on the jet behaviour between curved

nozzle and straight nozzle were marginal, although noticeable.

For continuous inflow conditions (Figure 6.3a, b, e & f) the jets showed few signs of

surface rippling or breakup. Any indicated breaking of the surface could be attributed to

the diffusion behaviour of the coarser mesh, rather than actual breakup. The introduction of
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pulsation to the inflow (Figure 6.3c, d, g & h) did lead to some rippling of the jet surface,

especially for the curved nozzle entry, but also did not significantly increase the jet diameter

to highlight any jet breakup conditions.

Fig. 6.3 Oil jet behaviour for average volume flow rate of 4.0 l/min at different inlet flow

conditions and mesh densities

A comparison of the jets showed that although there occurred rippling of the surface

with pulsation, the width of the oil jet did not change significantly in comparison to the

conditions with constant flow rate. Even at large distance from the nozzle exit the jet diameter

did not increase. The refinement of the mesh was only leading to a more detailed interface

representation, but with identical jet behaviour. Based on the findings from the jet behaviour

study it was decided that modelling of the oil jet with a refined mesh for the gallery filling

investigation was not necessary. The jet cross-section did not show any significant increase in

diameter or divergence from the vertical flow path to justify the incurred extended simulation

time of the finer mesh. Furthermore the results from the curved nozzle showed that the

curvature did not change the jet behaviour significantly and a straight nozzle would be

sufficient to generate an appropriately represented oil jet for the filling investigation. In

addition the curved nozzle, pulsating flow and finer mesh would also have a negative effect by
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prolonging the simulation time and increasing hardware requirement, which could not justify

the marginal gains.

6.3 Large gallery model setup and initial study

6.3.1 Geometry

The gallery flow domain was regarded as symmetrical, with the symmetry plane passing

though nozzle, inlet channel and outlet channel centres, necessitating only half of the flow

domain to be modelled. The gallery model was also split into sub-domains to aid meshing and

to define appropriate section properties. The sub-domains were nozzle, inlet-free-flow, gallery

sections and outlet-free-flow, as shown in Figure 6.4. The gallery sub-domain was further

divided into sub-sections providing a better mesh control and also allowed investigating the

flow behaviour in different sections, as executed by Pan et al. (2005) and Yi et al. (2007). The

gallery was split into eight identical sections, all with an angle of 22.5°. The inlet and outlet

sections included a short channel, representing the inlet and outlet hole.

Fig. 6.4 Large gallery model geometry
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Torregrosa et al. (2010) indicated that the relative velocity of the jet between nozzle exit

and gallery inlet has an effect on gallery filling. This could be linked directly to engine speed,

but also to stroke length, which affects the jet breakup in terms of jet width and velocity at

gallery entry. Previous investigations by Pan et al. (2005) and Yi et al. (2007) modelled the

jet inlet as a simple face split of the inlet channel entry, where the jet was represented by a

velocity inlet of diameter of the nozzle. The remaining gallery inlet was modelled as a pressure

outlet. The experimental results did shown that backflow from the gallery influenced the flow

behaviour at the inlet and outlet section. This backflow behaviour would not be included,

when the jet entry was modelled as a direct entry as explained above. It was therefore decided

to include a part of the flow domain outside the gallery containing the oil jet.

The inclusion of the re-entry effect at the inlet side was achieved by modelling a dynami-

cally changing free-flow domain volume, connecting a stationary fixed nozzle and a moving

gallery. The diameter of the free-flow domain should be sufficiently large to avoid influences

from the opening boundary conditions and to keep exiting oil in close proximity to model

backlash effects. Homma et al. (2006) used a ratio between the jet diameter and domain

diameter of 1:10, while Delteil et al. (2011) used a ratio of 1:6.8 for jet breakup modelling.

The diameter of the inlet-crank sub-domain was set to 21 mm, giving a ratio of 1:7. The same

dimension was used for the outlet-free-flow domain, whereby the domain had a fixed volume

size and moved with the gallery.

6.3.2 Boundary conditions

The boundary conditions of the model included inlets and outlets for flow, as well as walls

and symmetries. Each will be described in detail below.

Flow domain inlet

The oil entered the model domain at the nozzle, as shown in Figure 6.5. The entry was

modelled as a velocity inlet and the inflow medium was incompressible oil. The average

velocities were derived from the experimental settings, based on the volume flow rates of the

LGM of 4.0 l/min and 6.0 l/min, giving Reynolds numbers of 1892 and 2838 respectively.

The velocity profile of the flow within the nozzle therefore depended upon laminar or turbulent

conditions and required adjustment accordingly.
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Fig. 6.5 Model inlet large gallery model

While the flow at 4.0 l/min could be assumed laminar, the flow at 6.0 l/min was transi-

tional, whereby either laminar or turbulent condition could occur. Joseph and Yang (2010)

have also shown that within this range the wall friction coefficient behaves rather randomly.

Although this would be sufficient to describe the behaviour in the experiment, it was insuffi-

cient for numerical simulation and a defined boundary between laminar and turbulent was

necessary. Versteeg and Malalasekera (2007) indicated a change from laminar to turbulent

flow in pipes at a Reynolds number of 2000, while Andersson et al. (2011) stated the onset

of transition for R > 2100. Therefore for condition below Re < 2100 the flow was assumed

laminar, and for Re ≥ 2100 the flow was assumed to be turbulent. In both cases, laminar

and turbulent, the inflow conditions were described as a 3–dimensional user defined function

profile to reflect the nature of the flow more accurate, as compared to an average velocity

profile as employed by Pan et al. (2005).

The laminar flow velocity profile can be expressed as a parabolic function taking the form

of

vp lam(r) = vmax lam

(

1− r2

R2
n

)

(6.1)

with

vmax lam = 2 vavg

where Rn is the radius of the nozzle exit, r the radial coordinate variable of the exit, vmax l the

maximum laminar flow velocity and vavg the average flow velocity at the nozzle cross-section.

The value of vavg was derived from volumetric flow rate, density and nozzle area. The radial
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distance r from the nozzle centre position is

r(x,z) =
√

x2 + y2 (6.2)

Kudela (2012) stated that the maximum inlet velocity for turbulent flow can be determined by

the equation

vmax t = vavg(1+1.33
√

f ) (6.3)

where f is the friction coefficient, which can be calculated from various approximation

function, such as developed by Nikuradse, Prandtl, Colebrook, Haarland and Brkic (Brkić,

2011). While Nikuradse’s and Prandtl’s equation were independent from the surface roughness

and delivered good correlations for smooth pipes, the equations of Colebrook, Haarland

and Brkic included surface roughness and allowed for a larger range of applications. The

correlation by Brkić (2011) was given as

f =−2.0 log









1.25603
√

−0.0015702

ln(Re)
+

0.3942031

ln2(Re)
+

2.5341533

ln3(Re)

+
εs

3.71d









(6.4)

where Re is the Reynolds number, εs the surface roughness and d the pipe diameter. With a

nozzle diameter of 3 mm and determining the surface roughness of the nozzle based on a cold

drawn process with a value of 1.6 µm (Marrs, 2011), the friction factor yielded a value of

0.04482. A comparison of the friction factors from all above correlations showed a variation

below 2% and extending to the maximum velocity of the profile a variation as low as 0.2%

was determined. This was deemed sufficiently accurate, given that the wall friction concerned

the flow inside the nozzle and the main focus was on the jet breakup.

The velocity profile for turbulent flow can be described as a function of radial position

from the axial nozzle centre by the equation

vp t = vmax t

(

1− r

R

)1/n0

(6.5)

The exponent n0 was determined with a value of 5, based on data given by Johnson and Bush-

nell (1970) and Kudela (2012). Based on equation (6.1) and equation (6.5) the appropriate
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velocity profile for the simulation was determined. The normalised velocity profiles are shown

in Figure 6.6, whereby normalised refers to the ratio of the varying profile velocity depending

on the radial position to the average exit velocity.

Fig. 6.6 Normalised inlet velocity profile comparison relative to average velocity for laminar

and turbulent conditions

The profiles were applied to the nozzle inlet surface using a user–defined function (see

Appendix C.1 and C.2 for examples). The resulting representative inlet velocity distribution

for turbulent conditions is shown in Figure 6.7.

The condition within the nozzle sub-domain was adapted accordingly to reflect the flow

conditions. For turbulent conditions the inflow turbulent intensity was set to 5% following

recommendations of Versteeg and Malalasekera (2007) and the hydraulic diameter for the

fully developed flow was 3 mm.

Flow domain outlets

All outlets of the model flow domain were specified as pressure outlets, as shown in Figure 6.8.

Oil and air were present in the sub-domains of inlet free-flow and outlet free-flow. It was

assumed that any oil exiting the sub-domains would not re-enter the sub-domain and only air

was permitted to re-enter to maintain constant pressure in the flow domain.

The velocity difference at the interface between oil jet and surrounding air leads to

turbulent flow of air within the inlet free-flow sub-domain. These turbulences were assumed

to be swirls of constant size. The re-entry of air into the flow domain was assumed to be at

turbulent conditions, as the movement of the gallery model would create air movement beyond
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Fig. 6.7 Turbulent inlet velocity boundary conditions at 6.0 l/min

the modelled flow domain. The backflow turbulence was estimated based on the maximum

inlet free-flow length when at TDC and the maximum piston velocity causing the air to swirl.

The backflow turbulence intensity was considered to be 5%, following recommendations of

ANSYS (2013b). The hydraulic diameter of the backflow was assumed as 10 mm, as the

largest swirl within the inlet free-flow could only be of the size of the space between the jet

and the outlet boundary. The same conditions were used on all other outlets.

Fig. 6.8 Model outlets at gallery inlet and outlet side for large gallery model
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Flow domain walls

All gallery domain walls were modelled with a surface roughness of 32 µm, representing

the average roughness of the machined reference body in the experiments. This included the

surfaces of the gallery, as well as the surfaces of the inlet channel and outlet channel. The

gallery walls were split into wall sections, representing the main heat transfer areas, as shown

in Figure 6.9. Although heat transfer was not considered, wall wetting of these sections may

be analysed.

Fig. 6.9 Identification of wall surfaces for LGM on example of sub-domain Section 1

Flow domain symmetry and interfaces

The sub-domains were connected by interfaces. The use of symmetry in the model also

introduced symmetry boundaries. Figure 6.10 shows the interface and symmetry planes of

the model.

6.3.3 Materials

The material properties of the oil were taken from the experimental data for transferability

of results. The properties of the oil during the experimental phase were determined at a

temperature of 20°C within a temperature controlled environment. Table 6.1 shows the main

properties. All were assumed constant.

Table 6.1 Material properties of oil and air

Material
Temperature Density Dynamic viscosity Surface tension

°C kg ·m−3 mPa · s N/m

oil 20 840 12.56 0.026

air 20 1.2 0.0183 0.026
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Fig. 6.10 Identification of interfaces and symmetry boundaries for LGM

6.3.4 Initial meshes

A structured hexahedral mesh was the primary target for the full flow domain. Beside the

best performance of the hexahedral mesh, it also provided the best control volume shape

for the VOF model (ANSYS, 2011). However, it was found that no sufficient quality mesh

for the sections interfacing the sub-domains of gallery entry (Section 1) and the inlet free-

flow, as well as for the sub-domains of gallery exit (Section 8) and outlet free-flow could be

generated. The reason for this problem was the highly curved and sharply angled surface

areas at the intersection between gallery bottom walls and inlet channel wall. The highest

distorted elements were therefore found in this area, with minimum orthogonal quality1 of

0.08, indicating an unsuitable quality mesh for stable and accurate simulated flow.

A tetrahedral mesh was used for the gallery inlet and outlet sections (Sections 1 and

8 respectively), as shown in Figure 6.11a for the inlet section. The advantage was that

the orthogonal quality in these sections was improved to a value of 0.3 from 0.08. The

disadvantage of this element type was found in the increased number of control volumes and

numerical expense in tracking of the phase interface, leading to increased simulation time,

and less accurate treatment of surface tension effects using the VOF model.

1Orthogonal quality values of 1 correspond to best quality and values close to 0 correspond to low quality.
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Taking the disadvantages of the tetrahedral mesh into considerations it was decided to

investigate the use of a hexahedral mesh. As mentioned before, a direct application of a

hexahedral mesh to the gallery inlet and outlet section geometry was not possible. The

sections were therefore split at the intersection between gallery and inlet channel to generate

two separate volumes, as shown in Figure 6.11b. This also generated an additional section

interface. Attempts to generate a mesh with conform2 interface shape and size resulted in

equally skewed and deformed mesh elements. The use of non-conform3 interfaces allowed the

connection of sub-domains, although they do not share connection features, e.g. boundaries,

nodes or edges. The mesh minimum orthogonal quality was increased to a value of 0.618

from 0.08 in comparison to the initial hexahedral mesh and the amount of elements reduced

by 70% relative to the tetrahedral mesh, also reducing the computational expense (memory

and time).

Fig. 6.11 Mesh types employed at gallery inlet section and inlet channel

An attempt was made to apply identical conditions for both meshes with respect to

element length and quality where possible. The differences for the sub-domains containing

the hexahedral mesh (Sections 2 to 7) were therefore very little. For the sub-domains with

different meshes (Sections 1 and 8 of the gallery) the same outline conditions were used. This

2A conform interface mesh means the meshes of two adjoined volumes share identical geometrical and

control volume boundaries, e.g. the mesh edges coincide with the geometry edges and both are conform.
3With a non-conform interface mesh geometry and mesh of two adjoined volumes do not share the same

boundaries. The mesh is not conform to the geometric boundaries.
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assured that the edge lengths were nearly identical, but the volumes of the tetrahedrons were

approximately 1/4 that of the volumes of the corresponding hexahedrons.

6.3.5 Convergence study and uncertainty assessment

There are three specific convergence criteria to be considered:

• Time step convergence,

• Transient model convergence and

• Mesh independence convergence.

All will be considered and described separately below.

Time step convergence (time step simulation convergence)

The values of each variable within a time step are calculated using an iterative solution process.

At the end of each iteration step the scaled absolute residuals, representing the numerical

errors from the equation solving process, are evaluated. A time step has converged results,

when the residuals satisfy a set criteria. This can be a threshold value specifying a minimum

error, or a minimum difference between iteration steps, or any other user defined criteria.

A time step was considered to have converged, when the residuals for velocities, mass

continuity, turbulent energy and turbulent energy dissipation achieved values below the

threshold of 10−3 and for energy with values below 10−6. Given the transient behaviour

of the conditions it was also found that for some cases this criteria was not achieved and a

constant residual value occurred. For these cases an additional criterion was that the residuals

must reduce at least by order of magnitude 103 with a maximum residual value of 10−1.

Higher residual values can be a result of a large time step size. In order to stabilize

the simulation a variable time step sizing was implemented, where the next time step was

recalculated at the end of a time step, based on velocities, cell length and global Courant

number. This allowed for improved simulation time, when low velocities occurred, but also

stable calculation at higher speed flows. The maximum time steps were also limited to 1/10 of

a crank angle for better flow stabilisation.

Transient model convergence

Transient model convergence refers to the achievement of set criteria of flow variables for a

prescribed number of consecutive crank cycles.
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The investigated problem contained highly transient and unstable flow behaviour. Al-

though the domain inlet boundary conditions can be classified as constant for the nozzle exit

flow, the behaviour around the gallery inlet and outlet depended strongly on the conditions

inside the gallery, as well as the exchange of fluid between gallery inside and the free-flow

volumes outside the gallery. This generated problems with convergence definitions in the

sense that small changes between consecutive cycles may occur.

The first generated and stable running model employing a conform-interface (tetrahedral

mesh in Sections 1 and 8) was used to obtain initial fill data for the absolute filling and filling

behaviour of the gallery. The modelled conditions were 600 rpm crank speed, 4.0 l/min flow

rate, 170 mm stroke and sinusoidal piston motion (infinite length conrod, Scotch yoke). The

entry flow at the nozzle inlet was modelled using the laminar profile, as the Reynolds number

was below 2100.

Two distinct criteria for model convergence were considered:

1. cyclic averaged overall gallery (sections 1 to 8) oil fill ratio or gallery filling and

2. cyclic averaged individual gallery section oil fill ratio or section filling.

Convergence refers in this instance to the conditions of defined variation limits of the gallery

filling over a range of consecutive cycles. The first (initial) model was used to determine

the approximate time constant of the gallery filling behaviour to estimate the response of the

gallery to the change of filling.

Figure 6.12 shows the filling behaviour of the overall gallery with regards to time. The

filling can be separated into two periods, an initial filling period and a settling period. The

initial filling period was used to determine the time dependent condition for the (transient)

model convergence in order to minimise computational expense.

The initial gallery filling behaviour can be modelled as a step function response of a

first order time dependent system, with the oil flow representing the step input, while all

other parameters are constant. The behaviour of the gallery filling can be described by an

exponential function as

OFR(t) = K
(

1− e
− t/τ

)

(6.6)

where K is the gallery filling after the filling period, τ the time constant (time until 63.2 %

of K were reached) and t the flow time. The values for K and t were determined using the

above equation together with a standard deviation estimation, whereby the standard deviation
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between step response function and simulation data was reduced to a minimum. The best fit

data was determined as 71.5% for the maximum gallery filling and 2.1 s for the time constant

(equivalent of 21 cycles) with a standard deviation of 1.4%. The step response is shown in

Figure 6.12.

Each simulation model would be evaluated based on the conditions of 21 consecutive

cycles and if the criterion of convergence was achieved the simulation was halted and declared

converged.

Fig. 6.12 Gallery filling and time behaviour for intial LGM mesh model at 600 rpm crank

speed and 4.0 l/min flow rate

Analysing the flow behaviour inside the gallery also revealed the underlining behavioural

change between the initial filling period and the settling period. During the filling period

the flow was unstructured and chaotic, indicated by the more chaotic directions of the flow

vectors, as shown in Figure 6.13a. The chaotic flow, especially in the gallery mid-sections,

led to additional flow obstruction causing an increase in filling.

Figure 6.13b indicates the flow directions during the (transient) settling period. An

established repetitive flow pattern existed, indicated by the more structured flow direction

vectors in the mid-gallery sections. The flow was more structured and larger amounts of oil

were guided through the gallery until equilibrium between inflow and outflow was achieved

and the gallery oil filling showed a cyclic varying, but overall constant average value. The
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colours of the flow direction arrows represent the velocity magnitude of the flow. Little

differences in the velocity values for both time dependent cases were found, indicating that

the strongest effect driving the oil movement may be found in the inflow of the oil, rather than

the inertia effects.

a) flow time 5.0 s (50 cycles) b) flow time 15.0 s (150 cycles)

Fig. 6.13 Gallery flow pattern and flow velocites for intial LGM mesh model at 600 rpm crank

speed and 4.0 l/min flow rate and for different flow times

The opposing demands of low computational time and accuracy were considered in the

collection of data. The variable time stepping allowed for the optimum simulation time, while

maintaining a stable solution as well. For data analysis and manipulation the data should be

collected at consistent crank angles in the cycle, whereby the number of data points per cycle

should not be too low to eliminate flow behaviour effects, but also not too high to increase

simulation time for the crank cycle. Appropriate simulation performance and accuracy was

found at five crank angle interval data recording, resulting in 72 values per cycle.

Figure 6.14 highlights the difference in filling behaviour within the gallery. While the

variation of the overall gallery filling was very small ( 2%), the variation within the sections

was significantly higher with peak variations of up to 60%. For better visibility the data is

represented with different zero markers, whereby the incremental scale is identical (10%).

While the behaviour of the overall gallery OFR would be easy to assess and may indicate

a converged filling behaviour, the filling of the gallery sectors may not have converged and

visual assessment of convergence would be difficult to achieve. Therefore the assessment of

convergence was based on the determination of the deviation of the OFR from the average

values. First the cycle average oil fill ratio for each crank cycle was calculated using the
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Fig. 6.14 Internal gallery filling behaviour for overall gallery and sections 1 and 8

equation

OFR =
1

72

72

∑
cas=1

OFR∗
cas (6.7)

where OFR∗
cas is the gallery OFR for every recorded fifth crank angle during a full crank

cycle. Then the standard deviation of the OFR for each crank cycle was calculated with the

equation

σOFR =

√

√

√

√

1

72

72

∑
cas=1

(OFR−OFR∗
cas)

2 (6.8)
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The average value from standard deviation of the 21 consecutive crank cycles was then

determined by

σOFR =
1

21

21

∑
noc=1

(σOFR)noc (6.9)

This was the first criteria for the convergence assessment and represented the deviation of the

OFR from the cycle averages, but excluding the variation of the OFR for consecutive cycles.

The second assessment criteria addressed the deviation of the OFR based on a cycle-by-

cycle consideration. The average of the OFR for 21 consecutive cycles was calculated by

OFR =
1

21

21

∑
noc=1

OFRnoc (6.10)

from which the standard deviation of the 21 consecutive cycle average was determined by

σOFR =

√

√

√

√

1

21

21

∑
noc=1

(

OFR−OFRnoc
)2

(6.11)

If large variation of the OFR with the range occurred, then the standard deviation would

indicate this behaviour, regardless if the variation was small and continuous or abrupt.

The overall gallery filling was declared converged, when the standard deviation of the

average of 21 consecutive cycles was less than the average standard deviation of 21 consecutive

cycles

σOFR < σOFR (6.12)

The calculation process was also repeated for each individual sector (sector 1 to 8) to

assess sectoral filling convergence. The simulation process was only terminated, when overall

and sectoral convergence was achieved. If such criterion was not achieved, then the simulation

was terminated after 200 cycles (approximately 10 time constants) of the settling period phase

and all evaluation was based on averaging over the 200 cycles.

Mesh independence convergence

The method of CFD builds on the division (discretisation) of the flow domain into small

control volumes (cells), for which the flow equations are solved. As shown previously, the

time step for a calculation greatly depends on the size of the cells. Large cells allow therefore

for larger time steps and can lead to shorter overall simulation times to solve a problem. On

the contrary, small cell sizes require smaller time steps, prolonging the overall simulation
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time, but improve simulation accuracy as smaller flow phenomenon and flow features can be

captured more accurately. Neither of the cell limits offers the best performance considering

accuracy, simulation time and cost. The optimum lies somewhere in between.

Roache (1997), de Souza (2002), Celik et al. (2008) and Delteil et al. (2011) strongly

encourage the investigation of mesh convergence and model sensitivity to assess the quality

of the results. It was postulated that grid convergence is achieved, if a refinement in the

mesh size does not yield further change in solution variables. Roache (1997) also stated that

without thorough investigation of the model uncertainties, expressed as mesh based errors,

results should not be presented in publications. Furthermore it was recommended that there

should be at least three different mesh sizes for analysis, with the size of the finer mesh being

half the height (length) of the coarser mesh. This can be achieved in two ways, either by

mesh refinement or by coarsening. Mesh refinement posed fewer problems in the application,

as elements could be easily split, rather than combined. However, the splitting increased

element numbers by a factor of 8 (23) per refinement step. This led to very fine meshes, which

required significantly increased computing power for solving and partially caused problems

with regards to computation time.

de Souza (2002) used splitting the cells into cells with half the edge size as a refinement

method to investigate mesh independence. For 3–dimensional meshes each tetrahedron was

split into eight new tetrahedra cells and each hexahedron was split into eight new hexahedra,

leading to a cell volume reduction by 87.5%. It was also postulated that the selection of the

dependent parameter for mesh convergence relied strongly on the type of problem investigated.

For the simulation of jet breakup Pai et al. (2008) identified the Weber number as the defining

parameter for mesh independence analysis. The cell splitting method also had a negative side,

where with progressing refinement steps parallel computing capabilities are a must in order to

solve such problems within a reasonable computing time.

Delteil et al. (2011) therefore employed a variation of the method to validate a liquid jet

breakup model. The sizes of the cells in the full flow domain were initially reduced by 30%

through adjustment of cell volume and re-meshing. The process was repeated twice with

reductions at 50%. With increase in mesh density the results converged towards a final value,

which then compared well with experimental data, confirming the accuracy of the model and

the approach.
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Slagter (2008) proposed a comparable method, but starting with the finest mesh represent-

ing the level of tolerance required in the model, and then progressing by combining cells into

larger ones. This would lead to coarser meshes and deviation behaviour from the converged

fine mesh results. Bakker (2012) indicated that some of the shortcomings of coarser meshes

may be overcome by employing higher order calculation schemes, although these are not as

stable and may have a higher computational cost.

An alternative method for mesh refinement was presented by A.Berlemont et al. (2012).

Particular areas of the flow field were re-meshed, to capture the occurring phenomenon more

accurately, while generally maintaining a large mesh for fast solution. The method was

applied to the tracking of the interface of two phases, where the area near the interface was

re-meshed with finer cells to capture the rippling of the interface. This reduced the solution

process time and resource requirement, making this approach more economical in comparison

to the other methods.

For the problem under investigation a mesh convergence test was conducted to assess the

mesh sensitivity. Following the approach by de Souza (2002), an initially coarse mesh was

used, followed by refinement of the full domain in several steps. The initial mesh was reduced

based on modification of cell edge length, rather than cell spitting. An initial study with the

cell splitting approach showed a generation of an amount of cells, which led to unsustainable

long calculation times, as a result of restricted available resources (computer specifications).

Therefore, for a refinement step the cells edge lengths were reduced approximately by
3
√

0.5

reducing the cell volume to 50% of the original size. Roache (1997) recommended performing

at least two refinements to obtain three solutions for the analysis of the convergence, if the

exact solution was not known.

The mesh convergence test was conducted on both mesh-type models, the mixed mesh

model (gallery section 1 and 8 with tetrahedra and 2–7 with hexahedra), and pure hexahedral

mesh model. Besides the mesh sensitivity analysis, the performance of the meshes with

regards to computational time was also assessed to identify the best performing model for the

comparative study simulations. It may be noted here that there was an additional model for

the non-conform interface models. The declared converged model was also investigated with

regards to the boundary layer influence. For better overview the mesh statistics for this model

is included here. Table 6.2 shows an overview of the models used for the convergence study.

4BL = Boundary Layer
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Table 6.2 Mesh sizes and quality for LGM with conform and non-conform interfacs

Minimum Maximum Maximum Minimum Maximum Average

Number of Number of Cell Orthogonal Aspect Gallery

Mesh size
Cells (BDC) Cells (TDC) Skewness Quality Ratio Cell Size

– – – – – mm3

Non-conform interface models

Very coarse 15758 18893 0.802 0.251 15.22 16.28

Coarse 22392 49082 0.897 0.296 17.30 14.78

Medium 50451 67437 0.802 0.321 14.75 5.24

Fine 77042 96507 0.876 0.213 24.40 3.07

Very fine 125880 152570 0.925 0.125 17.30 1.85

Non-conform interface models

Very coarse 2572 3948 0.596 0.701 5.91 52.46

Coarse 11577 14029 0.616 0.618 6.62 14.66

Medium 25533 36073 0.696 0.696 7.36 5.38

Fine 43789 57899 0.604 0.712 7.56 2.98

Very fine 78684 99254 0.581 0.735 8.37 1.62

Fine BL4 112073 123693 0.864 0.366 14.67 1.14

Figure 6.15 and 6.16 show the direct comparison between the average cell sizes of all

mesh models. It can be seen that the average cell size was almost halving with each step. The

intended refinement step could not be achieved for the very coarse conform interface mesh,

because the already large cell size for the coarse mesh could not be increased significantly

due to limitations of mesh skewness. The significant smaller cell size for the boundary layer

model was a result of the small near wall cells representing the boundary layer. The core cell

size was identical to the fine mesh.

For many simulations, including highly turbulent flow and heat transfer, boundary layers

are used at the wall in order to determine the flow and transport conditions more accurately.

Although turbulent flow may be the predominant flow in a domain, near the wall a laminar

boundary layer was present and required careful consideration.

As stated previously, equation 3.32 allowed estimation of the distance y representing the

height of the first cell of the boundary layer at the wall, leading to

y =
µ y+

ρuτ
=

µ y+√
ρτw

(6.13)
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Fig. 6.15 Average cell size for mesh inside gallery for investigated LGM models

a) conform mesh b) non-conform mesh

Fig. 6.16 Mesh difference between conform interface and non-conform interface model,

indicating coarsest mesh (left) and finest mesh (right)

with

uτ =

√

ρ

τw
(6.14)

where µ is dynamic viscosity, ρ the density, uτ the velocity parallel to the wall, τw the wall

shear stress and y+ is the dimensionless wall distance. The value for y+ was set to 11.63,

based on recommendation of the thickness of laminar and buffer layer by Andersson et al.

(2011) and Versteeg and Malalasekera (2007).
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An initial analysis of the flow velocities inside the model gallery without the boundary

layer was performed and revealed an unstructured distribution of the highest velocities across

the gallery sections, ranging from 1.9 m/s to 23.9 m/s. The average velocity was determined

as 8.4 m/s over one complete crank revolution cycle and was used as the free steam velocity

for the estimation of the first boundary layer mesh height.

The thickness of the first cell in the boundary layer was determined as 0.18 mm with a

total thickness of the boundary layer of 4.66 mm, resulting in a total of 10 layers to represent

the boundary layer. The meshing of the gallery with a boundary layer at the determined

conditions showed severely deformed and skewed cells, especially in the upper part of the

gallery. An adjustment of the dimensions and number of layers was necessary. A sufficiently

fine boundary layer was found with 5 layers and a total thickness of 1.34 mm, which achieved

a skewness and orthogonal quality of 0.864 and 0.366 respectively. The meshes with and

without boundary layer are shown in Figure 6.17. The detailed view of the mesh with boundary

layer also highlights the area of concern with regards to the skewness, as highly deformed

cells can be found near the boundary layer.

a) Mesh with boundary layer and detailed view b) Mesh without boundary layer

Fig. 6.17 Mesh comparison between LGM model with and without boundary layer inside

gallery

Figure 6.18 shows the converged OFR for all investigated mesh refinement models. It

can be seen that the refinement of the mesh led towards a final gallery filling value of

approximately 80%, independent of the mesh type. It can also be seen that when boundary

layers were included in the model, it did not yield significant different results in comparison
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to the same mesh density model without the boundary layer. Although only present for

one specific case, this result was deemed sufficient to exclude the boundary layer from the

comparative models.

The very fine mesh for the conform-interface model did not yield a converged result, due

to the excessive computation time as a result of the large number of cells.

Fig. 6.18 Average gallery filling LGM for various mesh models

It may be noted that all models were run on the same computer in sequential order so that

the results could be directly compared. To place the computational times in prospective, the

computer and software specifications were:

• Intel i7 3770K 3rd generation multi-core processor at 4.1 GHz,

• Memory of 16 GB at 1600 MHz,

• Seagate hard drive with 1TB storage space at 7200 rpm,

• ANSYS Fluent R14 Parallel at 2 physical cores with 2 integer cores each (4 partitions).

Figure 6.19 shows a comparison of the time required per crank revolution cycle. The

non-conform fine mesh showed the best performance in terms of computation time, which

can be attributed to the lower number of cells. Although the difference in the simulation

time between the non-conform fine and very fine model was only 1h 56m, the minimum

number of 21 cycles was needed to determine convergence. This amounted in a simulation
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time difference of approximately 1.6 days. It was also noticed that some models produced

faster reduction in residuals and hence reached the time step convergence target much quicker.

This also accounted for the difference in simulation time. Care was taken that the solutions

converged at every integration step by either reaching the target (generally 10−3, but 10−6 for

energy) or residuals falling at least a magnitude of 103.

Fig. 6.19 Simulation time for one crank cycle for various meshes on LGM

Uncertainty Assessment

An uncertainty assessment was conducted to assess the quality of the numerical results

and achievement of mesh independence of the results. Roache (1997), Eca and Hoekstra

(2006) and Ali et al. (2009) suggested the determination of mesh convergence using a Grid

Convergence Index, a modified version of the Richardson extrapolation (Richardson and

Gaunt, 1927). The mesh data and results of target variables, such as velocity, from the solved

mesh models maybe used to determine the Grid Convergence Index (GCI). Additionally to

the GCI the order of accuracy p, approximate relative error ea, and convergence ratio R could

be calculated to assess, if convergence was achieved. A detailed explanation of the theory

and process can be found in Appendix D. For the presented study the OFR was used as the

investigated variable of the uncertainty assessment.

While the convergence ratio R indicated the type of convergence, the GCI was a measure

of the resolution level and how close the solution would approach an approximated final value.

The aim was to refine the mesh until smaller values of the GCI were obtained, although the
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value for the GCI was dependent on the requirements of the study and had to be set on an

individual basis.

Eca and Hoekstra (2006) and Ali et al. (2009) stated different types of convergence

conditions, where:

• for 0 < R < 1, monotonic convergence is indicated,

• for −1 < R < 0, oscillatory convergence is indicated,

• for R > 1, divergence is indicated and

• for R <−1, oscillatory divergence. is indicated

Examining the results in column 1 of the non-conform interface models in Table 6.3 it can

be seen that the convergence ratio R was very small, but indicating monotonic convergence.

The GCI for the second refinement step (GCI f ine) showed a value of less than 1%, indicating

that the solution had converged. The convergence order of accuracy p, however, was very

high and therefore out of the order of reliable convergence, so called super-convergence. Eca

and Hoekstra (2006) suggested, when large values for the order of accuracy were found, to

set the order to a value of two and recalculate again. The recalculated results are shown in

column 2 of the non-conform interface models in Table 6.3. The GCI values increased, but for

the fine grid step (GCI f ine) was still at a value below 1%, and convergence could be declared.

The values for the conform interface modes in Table 6.3 show the results of the equivalent

mesh sizes models to the non-conform interface models. The convergence ratio R showed

monotonic behaviour with an accuracy order near unity, which meant that accuracy was only

of linear quality. The GCI showed high values for the coarse and fine step and could not be

classified as converged yet. An extra refinement step was performed (very fine mesh), but the

excessive computation time permitted any reliable results to be obtained.

Table 6.3 GCI Analysis

Interface Model
Non-conform Conform

Medim–Fine–Very fine Coarse–Medium–Fine

p 15.83 2 (set) 1.065

ea 0.37% 0.37% 7.3%

GCIcoarse 0.598% 22.3% 16.2%

GCI f ine 0.022% 0.97% 16.0%

R 0.04 0.043 0.98
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The boundary layer model was omitted in the uncertainty study, as only one model was

investigated and good comparison with the model without the boundary layer was determined.

6.4 Large gallery model filling behaviour study during crank

cycle

The non-conform interface model with fine mesh and without boundary layer was used to

investigate the influence of flow rate and rotational crank speed on the gallery oil filling. This

model was used, based on the outcomes of the convergence study, as it provided the best

performance with regards to computational stability, relative accuracy and computing time.

The images presented in the following text provide an overview of the conditions inside

the gallery for one case only. More images highlighting the flow conditions inside the gallery

for all investigated cases can be found in Appendix E.1 to E.4.

6.4.1 Flow behaviour at BDC, 600 rpm and 4.0 l/min

Figure 6.20 shows the air distribution inside the gallery at the BDC position of the crank cycle.

The images highlight the main positions of the air bubbles inside the gallery from various

viewing positions and were superimposed from ten consecutive crank cycles. It can clearly be

seen that there occurred cycle-by-cycle variation of size and position of the air, indicating a

strong time dependent behaviour. It may be noted that the difference in colour strength does

not indicate higher probability of the air bubble being in this position. It is rather a result of

the superimposing image process from the post-processing, although overlapping air bubbles

will produce darker shading.

From the images shown in Figure 6.20 it can also be seen that the vertical position of air

in the gallery changed along the horizontal gallery position. Two effects controlled the air

position. As the gallery reached the BDC the oil was forced to the gallery bottom by inertia

effects, pushing the air upwards. This effect was predominant in the mid-gallery and outlet

sections of the gallery.

At the gallery inlet sections the effect of the entering oil jet controlled the position of the

air. The oil jet pierced through the bottom oil layer and impacted on the gallery inside top

wall, from where it was pushed into the gallery branch. The continuous oil jet entry provided
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a source for the flow into the gallery branch and also caused flow of oil along the gallery

walls. This created an oil layer at the wall and suspended the air near the gallery centre. The

inlet-driven wall-guided circulating flow at the inlet also retained the majority of air at the

inlet sections. Smaller amounts of air separated from the collected air content at the inlet and

moved into the mid-gallery sections to continue travelling towards the exit. At the outlet the

bottom oil layer blocked the air from exiting, leading to increased amounts of air above the

outlet, but little air exiting.

Fig. 6.20 Main positions of air inside the LGM gallery at BDC position (superposition of

consecutive 10 cycles)

Figure 6.21 shows a representative flow condition inside the gallery at the BDC position

from the consecutive cycles used for the above image. The presented case is a representative

encapsulation of the flow conditions encountered. The air position was superimposed by flow

direction vectors of oil and air, shown as red and blue coloured arrows respectively. At the
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inlet sections the flow was mainly driven by the oil entering through the gallery inlet. The

high momentum of the oil jet allowed the oil to pierce through the bottom oil layer (A) and

impact on the inner gallery top surface (B). The wall impact deflected the oil jet and led

to flow into the galley branch (C), whereby the flow was partially controlled by the gallery

wall. The combination of the inertia forced flow and the oil jet driven wall-bound flow also

generated a circulating swirling flow of the oil towards the gallery inlet (D). Furthermore the

deflected flow and the swirling movement encouraged strong mixing effects.

The flow progressed through the gallery branch and became more inertia controlled, as the

effects from the entering oil jet reduced. The horizontal movement (E) could still be linked to

the oil inflow, but the vertical movement (F) was a combination of the inertia effects due to

gallery model velocity changes and the movement of air bubbles. The combination of both

(inertia and air) led to a swirling oil movement (G) in the front mid-gallery sections with

some flow back to the inlet sections.

The flow in the rear mid-gallery sections showed little influence from the forward flow

from the inlet sections. The main flow behaviour could be attributed to inertia controlled flow

with little horizontal movement, leading to more cross-sectional movement (H), especially

when larger air bubbles were present. The direction of the swirl was dictated by the gallery

shape, as the amount of oil located at the outer vertical gallery surface was larger, pushing the

lower amount at the inner vertical gallery wall upward.

At the outlet sections the inertia effect was the main driver to push the oil towards the

outlet channel (I). This also forced the collected air upward (J) and controlled the oil flow

out of the gallery. Comparable cross-sectional flow behaviour as in the adjacent sections

can be found. The higher amount of oil on the outer gallery carried more inertia than the

oil at the inner gallery wall. This led to downward moving oil on the outside wall (K) and

upward moving oil on the inside wall (L). The cross-sectional area of the outlet hole was

also too small to allow fast enough drainage of the oil to allow concentrated exit flow and the

remaining oil aided the inner wall upward oil flow.

6.4.2 Flow behaviour at TDC, 600 rpm and 4.0 l/min

Figure 6.22 shows the air distribution inside the gallery at the TDC position of the crank cycle

based on ten consecutive crank cycles. During the upward stroke from BDC the majority of
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Fig. 6.21 Air position and flow direction of oil and air inside LGM gallery sections at BDC
for one representative cycle

oil was located at the gallery bottom. When the gallery approached the TDC the velocity

of the gallery model reduced. The reduction in velocity was not transmitted to the oil and

the remaining inertia forces on the oil forced a movement of the oil towards the gallery top,

while forcing the air downwards. The start of this process occurred before the TDC, but the

most consistent air locations were found near the TDC. Although the inertia effects on the oil

generally resulted in downward movement of air to the bottom, the internal flow paths of the

oil also carried smaller sized air bubbles back towards the gallery top.

The cycle-by-cycle variation of air location resembled the condition as found at the BDC

position, highlighting the strong transient instability. The distribution of the air along the

gallery branch showed significant difference. The majority of the air was found at the mid-

gallery and outlet sections, with the inlet sections portraying the lowest air content. The
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largest variation of air location can be found in the mid-gallery sections. The interaction

between forward flow from the inlet sections (entering oil jet) and backward flow from the

outlet sections caused a mixing that led to the inconsistent transient air positions.

The lower amount of air at the inlet sections can be attributed to the reduced impact energy

of the oil jet, leading to reduced forward flow into the gallery. The collection of the air at the

gallery bottom allowed also for more space to be filled by oil.

Fig. 6.22 Main positions of air inside the LGM gallery at TDC position (superposition of

consecutive 10 cycles)

Figure 6.23 shows one representative flow condition inside the large gallery at the TDC

position from the ten consecutive cycles used for the above image. The presented case is

a representative encapsulation of the flow conditions encountered. The air position was

superimposed by flow direction vectors of oil and air, shown as red and blue coloured arrows

respectively.
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The entering oil jet caused a collection of oil at the inlet sections that allowed little

formation of air pockets (A). In comparison to the conditions at BDC the oil present in

the gallery moved upward and the inflowing oil impacted on the bulk oil formation (B).

This forced the oil sideways into the gallery branch due to lack of space (C) and caused a

circulating flow (D) in the first half of the of the gallery branch. The circulating flow pushed

the air into the lower areas of the mid-gallery sections (E) and also forced flow of oil along

the gallery bottom (F).

The main flow direction in the outlet sections was upward (G) as the gallery came to

a standstill at the TDC position. Although the oil generally moved away from the gallery

bottom, hence from the outlet channel, the limited space at the gallery top only allowed for a

flow direction back into the gallery branch (H).

In the mid-gallery sections the larger air bubbles controlled the flow, as these provided

the least resistance to the oil. There occurred two distinct flow streams, initiated from the

inlet section and the outlet section. While source of the flow from the inlet was found in the

entering jet and inertia effects, the flow from the outlet section was mainly caused by the

combining flows at the outlet channel and from inertia effects. At the collision of the flows

the oil was forced downward (I) mainly on the outer gallery wall. As the flow from the inlet

contained the larger kinetic energy due to the jet inflow, the location of the collision was

found in the rear mid-gallery sections (J), beyond the half gallery length.

6.4.3 Gallery sections oil filling during crank cycle at 600 rpm and 4.0 l/min

Figure 6.24 shows the cycle averaged filling for each individual gallery section (green bars).

The cycle averaged OFR for the overall gallery was determined as 80.9%, as indicated by

the dashed line. It can be clearly seen that the cycle averaged section OFR varied, with a

maximum difference found at 4.5% (difference of average OFR between section 1 and 4).

This was small compared to the variation of the OFR within each individual gallery section

during the crank cycle, indicated by the side bar (blue and red). The largest variation was

found for section 1 at the inlet, where a total variation between maximum and minimum

filling of 30% occurred. It should be noted that the bars indicate the averaged minimum
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Fig. 6.23 Air position and flow direction of oil and air inside LGM gallery sections at TDC
for one representative cycle

and maximum section filling occurring during the cycle. This is not standard deviation or

variability and only shows the variation of OFR within the cycle.

The oil filling behaviour of each individual section is shown in Figure 6.25. The solid

lines represent the cyclic section filling during the crank cycle and the dash-dot lines represent

the average filling over the cycle. The average data was obtained by averaging results from

100 consecutive cycles.

The black dashed lines refer to the theoretical normalised entry velocity of the oil jet as

it entered the gallery. The normalisation of the velocity was performed to emphasise the

increase in entry velocity as the gallery moved downward and a reduction in entry velocity as

the gallery moved upward. Normalisation was performed with respect to nozzle exit velocity
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Fig. 6.24 Gallery section OFR for LGM and deviation from cycle averaged mean (average of

100 cycles)

of the oil jet and a value of one indicates that the entry velocity was identical to the nozzle

exit velocity.

The high variation at the inlet sections can be attributed to the influence of the entering oil

jet and gallery movement. During the upward stroke less oil entered the gallery due to the

lower velocity difference between jet and gallery, leading to a reduction of filling in the inlet

section. The opposite effect occurred during the downward stroke, where the upward facing

jet was forced at a higher relative velocity into the gallery, delivering an increased amount of

oil.

The mid-gallery sections showed the smallest variation in filling. The inertia driven

change in oil position together with varying forward flow from the inlet and backward flow

from the outlet section meant that the majority of air was forced to circulate in the gallery,

rather than being pushed to the outlet and exit. This circulation was constrained to the amount

of air present and hence lower variation occurred.

The outlet section showed comparable cyclic behaviour to the inlet section, as the flow

patterns were comparable. As the gallery moved upward the oil was exiting, reducing filling.

During the downward stroke oil was delivered from the gallery branch to the outlet increasing

filling, while some re-entry of oil from outside the gallery occurred, adding to the increase.
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Fig. 6.25 Section oil filling behaviour during complete crank cycle for LGM (average of

100 cycles)
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Figure 6.26 shows the oil flow behaviour during the crank cycle, highlighting key effects.

The oil jet showed a convoluted shape, as shown in Figure 6.26a. Oil exiting from the inlet

section during the upward stroke impacted on the oil jet and caused a divergence from the

straight path. The extent of side movement of the jet depended on the amount and location of

the rejected oil and varied by crank cycle.

The crank angle of the lowest oil fill ratio in the mid-gallery sections (sections 3 to 7)

changed at near constant interval and indicated a movement of air bubbles through the gallery.

The movement of a large air bubble is shown in Figure 6.26b to d. At the TDC the air was

located at the gallery bottom in the central mid-gallery sections. During the downward stroke

the inertia driven oil flow together with the inlet flow pushed the air towards the inlet section

and onto the inner galley wall, as shown in Figure 6.26b. At the same time oil re-entered

the gallery through the outlet channel as the downward gallery velocity was higher than the

falling velocity of the oil outside the gallery.

The approach of the BDC position increased the inertia effects and the air in the gallery

was driven upwards, while the exit flow from the outlet was at maximum, as shown in

Figure 6.26c. During the upward stroke the oil flow at the gallery bottom and the entering oil

jet at the inlet forced the air along the gallery top into the rear mid-gallery sections, as shown

in Figure 6.26d. At the same time oil exited during the whole upward stroke, although the

amount exiting reduced beyond the half stroke position, as the outlet section emptied and

little flow from section 7 occurred. The movement of air continued along the gallery top until

the approach of the TDC position, where inertia effects forced the oil to the gallery top again.

A similar behaviour of circulating air movement was also observed at the rear mid-gallery

sections and outlet sections, but with a smaller air size. The air bubble position in the sections 7

and 8 compared well with the centre air movement in sections 3, 4 and 5 and can be clearly

seen in Figure 6.26c and 6.26d.
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Fig. 6.26 Gallery filling and internal flow behaviour of LGM during crank cycle at 600 rpm
and 4.0 l/min

173



Chapter 6. Numerical Results

6.5 Small gallery model setup and initial study

6.5.1 Geometry

The small gallery model (SGM) was generated following the same procedure as the large

gallery model (LGM) and is shown in Figure 6.27. The gallery was split into eight sections,

with an inlet and outlet channel connecting to free-flow volumes. The inlet channel was

modelled with a longer geometry than the outlet channel to reflect the experimental model.

Use was made of symmetry to reduce computational demand.

Fig. 6.27 Small gallery model geometry

6.5.2 Boundary conditions

The similarity between both galleries allowed transfer of boundary conditions to the small

gallery model, especially with regards to walls, interfaces and outlets.

Walls

The walls were generated identically to the LGM with the same conditions described in

Section 6.3.2, page 141. The named gallery walls are shown in Figure6.28.
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Fig. 6.28 Wall surfaces on small gallery model

Model inlet and outlets

Figure 6.29 highlights the inlet and outlets of the SGM. The inlet was modelled as a velocity

inlet, using the same profile description for turbulent or laminar inflow conditions, as for the

LGM (Section 6.3.2, page 141). The profile was adjusted to reflect the 2 mm inlet diameter.

The additional nozzle volume, as used on the LGM, was not included. The direct application

of the velocity profile at the inlet free-flow was found to sufficiently model the jet behaviour

and also reduced the model size. The outlets were pressure outlets using identical conditions

to the LGM with 5% turbulence intensity and 10 mm backflow hydraulic diameter.

Fig. 6.29 Model outlet and inlet for small gallery model

Symmetry and interfaces

The model sub-domains (sections, channels, etc.) were connected by interfaces, as shown in

red in Figure 6.30. All interfaces were of conform type, except for the interfaces between the
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inlet channel and gallery section 1 and outlet channel and gallery section 8, which were of

non-conform type. Use was also made of the gallery’s symmetry.

Fig. 6.30 Small gallery model interfaces and symmetry

6.5.3 Materials

The same values of density and viscosity for oil and air were used, as described in Section 6.3.3

on page 146.

6.5.4 Meshing

The mesh sensitivity study on the LGM determined a sufficient fine mesh for converged oil fill

ratio results and good phase interface tracking capability. However, the significant difference

between both gallery sizes raised the issue, if the same mesh size could be used to obtain

equally reliable results from the SGM. The small gallery exhibited a larger gallery surface to

volume ratio, potentially resulting in higher influence of friction from the wall bounded flows

inside. A mesh convergence study was therefore conducted.

An initial coarse mesh was generated, using a hexahedral mesh, and refinement was

executed by splitting each cell into eight new cells to obtain the medium mesh. The process
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was repeated to the mesh again, resulting in the fine mesh. A fourth mesh was generated,

aimed to resemble approximately the mesh size of the converged large gallery model. To keep

the skewness within acceptable limits there had to be a compromise and the generated mesh

was more in line with the fine mesh of the LGM. A final fifth mesh was generated showing

the core properties of the initial coarse mesh, but employing a 1 mm boundary layer thickness

at the gallery walls. Table 6.4 shows an overview of all mesh models.

Table 6.4 Mesh sizes and quality for SGM with non-conform interfaces

Minimum Maximum Maximum Minimum Maximum Average

Number of Number of Cell Orthogonal Aspect Gallery

Mesh size
Cells (BDC) Cells (TDC) Skewness Quality Ratio Cell Size

– – – – – mm3

Coarse 2482 4550 0.667 0.534 11.47 3.73

Medium 18684 24039 0.798 0.481 7.79 0.47

Fine 137712 146252 0.952 0.676 16.67 0.06

LGM-eq. 7672 12488 0.571 0.748 9.53 1.26

Coarse-BL5 6259 10219 0.667 0.622 1.26 1.39

The inlet free-flow sub-domain employed a varying size mesh to provide the link between

nozzle opening and moving gallery, as shown in Figure 6.31 for the medium mesh. All other

sub-domains used a fixed size mesh.

In comparison to the large gallery model the calculation time was less, as the total number

of cells was lower. There was a significant increase in the calculation time between coarse,

medium and fine mesh, due to refinement, but as only the gallery was refined by cell-splitting

the time increase did not increase proportionally.

Figure 6.32 shows that the calculation time from the medium mesh to the fine mesh

increased approximately by a factor of 4.3, while the number of cells increases by a factor of

six based on the TDC mesh size. Similar factors should be expected for the coarse mesh to

medium mesh refinement. The mesh size increased by a factor of 5.3, while the computation

time increased only by a factor of two. This meant that the coarse mesh model was slower

in relation to the mesh size. Although the governing equations were solved for each cell in

the model, the use of a multi-core solving process added extra requirements to the solving

process. For a multi-core process the model was split into partitions (software driven), with

one partition for each solving core. Each partition had to be interlinked with the adjacent

5BL = Boundary Layer
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a) mesh for gallery at BDC b) mesh for gallery at TDC

Fig. 6.31 Small gallery model mesh at BDC and BTDC

partition. On coarse meshes the solving time may be low, but the interlinking process added

to the total solving time and did not increase proportional with mesh size, therefore leading to

longer overall time relative to finer meshes.

Fig. 6.32 Simulation time for one crank cycle for investigated meshes on SGM
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6.5.5 Convergence study

The same averaging method, averaging range (21 consecutive crank cycles) and convergence

assessment criteria, as used for the LGM and described in Section 6.5.5, was used for the SGM.

While the coarse mesh models did not reach convergence and data averaging was performed

over 200 cycles, the fine mesh model converged after 82 cycles, approximately half the cycles

of the medium mesh model. The fine mesh model may seem the better option for analysis, but

the significant increase in simulation time (approximately 35 days) made its use impractical.

All coarse and medium mesh models showed similar respective values for the cycle averaged

oil fill ratio within a range of 6%, as shown Figure 6.33. The fine mesh model in comparison

showed a higher value for OFR, exceeding the coarse models by at least 8% and the medium

mesh models by 14%. There was little difference in OFR between coarse model with and

without boundary layer, indicating that the boundary layer may be omitted, if no heat transfer

was included.

Fig. 6.33 Average gallery filling for investigated meshes on SGM

An uncertainty assessment should be performed to assess the quality of convergence of

the OFR with respect to mesh density, but significantly different OFR value between the mesh

models did not yield reasonable results. A further refinement of the mesh was also impractical,

given the long calculation time for the fine mesh. The implementation of a coarser mesh as an

alternative to an additional mesh refinement step was attempted, but led to a highly distorted

mesh causing issues with solver stability. As a compromise between computing power and
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sufficient reliable results the priority was given to the model employing cell size of the LGM,

as the suitability of the mesh was shown previously.

6.6 Small gallery model filling behaviour study during crank

cycle

The model with the LGM equivalent mesh size was used to investigate the influence of flow

rate and rotational crank speed on the gallery oil filling. This model was used, based on

the outcomes of the convergence study, as it provided the best performance with regards to

computational stability, relative accuracy and computing time.

The images presented in the following text provide an overview of the conditions inside

the gallery for one specific case only. More images highlighting the flow conditions for all

investigated cases can be found in Appendix E.5 to E.8.

6.6.1 Flow behaviour at BDC, 750 rpm and 1.65 l/min

Figure 6.34 shows the distribution of air inside the small gallery at the BDC position of the

crank cycle along the gallery length. The images highlight the main locations of air, based on

the superposition of results from ten consecutive cycles. It can be seen that the air was mainly

distributed along the top of the gallery, which was mainly a result of the inertia effects and

supported by gravity. As the gallery approached zero velocity at the BDC position, the oil

was forced to the bottom and the air collected at the gallery top.

The largest amount of the air was found at the inlet sections, covering sections 1 and 2.

There was good consistency of the general air locations, but it can also be seen that strong

variation of the position of air bubbles especially in the rear mid-gallery sections occurred.

This could be attributed to the transient effects influencing the actual inflow and outflow of

the gallery openings.

Figure 6.35 shows one representative flow condition inside the gallery at the BDC position

from the ten consecutive cycles used for Figure 6.34. It can be seen that as the oil jet entered

through the inlet, it pierced through the bottom oil layer and impacted on the gallery top (A).

There was also some air drawn into the gallery along with the oil jet (B). Due to the close

distance between nozzle and gallery, the jet diffusion was marginal, leading to a narrow jet in
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Fig. 6.34 Main positions of air inside the SGM gallery at BDC position (superposition of

consecutive 10 cycles)

the inlet channel cross-section centre. In some instances oil was exiting from the gallery at the

same time by flowing along the inlet channel wall. At the top gallery wall the oil jet deflected

and progressed horizontally into the gallery branch. The smaller cross-section and smaller

diameter of the gallery led to wall-bound flow along the outer gallery wall (C), creating a

movement from top to bottom that progressed to the half-length of the gallery branch. The

oil flow also controlled the location of the air bubbles, which collected on the inner gallery

wall in the inlet sections (D) and near the gallery cross-section centre, as oil in the gallery

was pulled to the bottom by inertia effects and the entering oil jet created a layer at the top.

In the front mid-gallery sections the flow still showed wall-bound forward flow (E),

driven by the jet inflow. In the rear mid-gallery sections the flow slowed down significantly,

generating a cross-sectional swirling flow, whereby upward flow occurred (F) on the inside

gallery wall. As gravitational effects would generally produce downward flow of the oil, the

effects of the curvature around the centre axis together with the inlet flow pushed the oil up.

The flow in the gallery outlet sections showed mainly horizontal forward flow behaviour

(G) with little cross-sectional swirling. At the intersection of both gallery branches the main
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Fig. 6.35 Air position and flow direction of oil and air inside SGM gallery sections at BDC

for one representative cycle

flow was through the outlet channel (H), mainly as a result of the colliding branch flows, but

also because of the inertia effects. In some instances some upward flow was noticeable (I),

the reason being that the outlet channel could not provide sufficient flow cross-section for

both branch flows, as the amount of oil from each gallery branch was larger than the outlet

channel itself.

6.6.2 Flow behaviour at TDC, 750 rpm and 1.65 l/min

Figure 6.36 shows the distribution of air inside the small gallery at the TDC position of the

crank cycle along the gallery length. The images highlight the main locations of air, based on

the superposition of results from ten consecutive cycles. The air was mainly located on the

gallery bottom, as the inertia forces on the oil were significantly larger than the gravitational

forces pushing the oil to the gallery top.
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The increased distance between nozzle exit and inlet channel entry (and gallery respec-

tively) generated a slightly winding6 behaviour of the oil jet, reducing the momentum of

the oil jet (top right corner of Figure 6.36). The result was increased oil content in gallery

section 1 adjoined to the inlet channel, indicated by the small amount of air bubbles. The

reduction in inflow momentum had also an impact on the front mid-gallery sections, where

less stable and repeatable flow conditions led to a distribution of air bubbles across the gallery

height.

Fig. 6.36 Main positions of air inside the SGM gallery at TDC position (superposition of

consecutive 10 cycles) and diverted jet in inlet channel

There were also some randomly distributed air bubbles near the top gallery wall, especially

in the outlet sections. The amount of oil exiting during the upward stroke influenced the flow

conditions in the outlet sections and subsequently the re-entrant of oil, which in turn affected

the flow in the gallery.

Figure 6.37 shows a representative flow condition inside the gallery at the TDC position

from the consecutive cycles used for the above image. As shown previously, the inertia effect

was the controlling factor for the positioning of air and oil, with the air being forced to the

6The oil jet diverted from the straight vertical flow behaviour and portrayed a snaking behaviour. This is

different from jet breakup.
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gallery bottom and the oil to the top. The majority of air was found in the inlet sections of the

gallery and was comparable to the amount of air as found at the BDC position.

The increased distance between nozzle exit and inlet channel entry, resulting in the

winding of the oil jet, led to interaction with oil present on the inlet channel walls flowing

out of the gallery (A) and reduced jet momentum. When the oil jet entered the gallery it

impacted on the bulk oil mass located on the gallery top and forced the bulk oil to move into

the branch (B). This reduced velocity and momentum further and hence circulating flow near

the inlet hole occurred. In the front mid-gallery sections the flow was more unstructured or

Fig. 6.37 Air position and flow direction of oil and air inside SGM gallery sections at BDC
for one representative cycle

chaotic (C), rather than directed as found at the BDC position. The reduced velocity at the

inflow and therefore less forward flowing oil led to a more inertia controlled flow behaviour.

It was noticeable that the air was not entirely at the bottom of the gallery and was still moving

towards the gallery bottom (D) with slight forward movement. The gallery velocity reduction

at the end of the upward stroke caused the oil to move to the gallery top, but mainly flowing

along the gallery walls. This forced the air downward into the gallery cross-section centre.

The reduced cross-section of the gallery had also an effect on the air and oil movement, where
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the reduced space did not allow for more unrestricted flow, as seen on the LGM. The bulk

oil flow was not able to split the larger air bubbles and led to more wall bound oil flow with

the air being suspended in the gallery centre. The restriction also caused a delay in the air

movement to reach the gallery bottom, which occurred after the TDC position.

At the gallery outlet sections the flow was partially directed towards the outlet channel

with strong cross-sectional swirling (E) towards the gallery top. The driving factor was again

the inertia force on the oil. In comparison to the mid-gallery sections the flow was more

structured and directed. This was only possible due to the lower oil content near the outlet

channel, as the gallery outlet sections were emptied during the upward stroke. There was a

mixture of oil and some air exiting from the gallery (G), as the inertia moved some oil away

from the outlet (H).

6.6.3 Gallery section oil filling during crank cycle at 750 rpm and 1.65 l/min

Figure 6.38 shows the cycle averaged oil fill ratio for each gallery section. It can be seen

that the OFR increased with distance from the inlet channel with near constant OFR from

the mid-gallery sections up to the outlet channel. The largest variation between maximum

and minimum section OFR occurred at the outlet section and was a result of the forward flow

from the mid-gallery sections and the cycle depending exit flow through the outlet.

Fig. 6.38 SGM section oil filling (average of 100 cycles)
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Figure 6.39 highlights the oil filling behaviour for one complete crank cycle, based on the

average of 100 consecutive cycles. Figure 6.40 further highlights some of the flow feature.

The same normalisation process of the jet entry velocity into the gallery was performed as for

the LGM gallery. When the gallery moved downwards the filling of the inlet section adjoined

to the inlet channel (Section 1) reduced. The opposite effect occurred during the upward

stroke, where the filling of Section 1 increased. This behaviour would not be expected, as the

opposing velocities of upward jetting oil and downward moving gallery should cause entry of

larger amounts of oil into the gallery leading to increased OFR. A closer inspection of the flow

in the inlet sections of the gallery revealed that the entering oil jet caused a forced movement

of oil residing in Section 1 prior to the downward movement, pushing into Section 2 and 3

of the gallery, leading to an increase in OFR in these sections during the downward stoke

of the gallery. Although oil was permanently delivered to the inlet section, there was some

short-circulating flow (direct exit from inlet) also contributing to the reduction in OFR, as

shown in Figure 6.40b.

During the upward stroke the filling of Section 1 increased. Less oil entered through

the inlet channel due to the lower relative jet entry velocity, also reducing flow momentum.

The curvature of the gallery changed the oil flow position from the gallery top to the gallery

bottom and allowing for collection of oil in the inlet section. In addition some backward flow

on the gallery bottom wall from Section 2 occurred, as shown in Figure 6.40d. This led to a

reduction of OFR in Section 2.

Figure 6.39 also shows the results of inertia effects at and after BDC, where the oil was

forced to the gallery bottom wall, in particular seen in Figure 6.40c and d. Together with the

entering oil jet driven forward flow a surging wave occurred, represented by the occurrence

of peak section fillings at varying crank angles. While the peak OFR in Section 2 occurred

at approximately 90°CA aTDC, the peaks for Section 2 and 3 were found at approximately

140°CA aTDC and 190°CA aTDC. The variation of the OFR in the second half of the gallery

was not as distinct as in the gallery front half, as the momentum of the flow reduced. The

forward flow almost stalled in the mid-gallery sections producing an oil swirl around the

gallery cross-section, before continuing with increased velocity towards the outlet.

While the flow and OFR in the rear mid-gallery sections still followed the surging wave,

the variation of the OFR in the outlet section (Section 8) was controlled by the outflow of oil.

At the BDC occurred strong inertia driven outflow from the gallery, as shown in Figure 6.40c.
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Fig. 6.39 Section filling behaviour during crank cycle for SGM (average of 100 cycles)
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The outflow reduced during the upward stroke, as shown in Figure 6.40d. This led overall

to a continuing emptying during the upward stroke. During the downward stroke little oil

exited the gallery and the filling increased, as shown in Figure 6.39. The majority of oil was

delivered by forward flow from the mid-gallery sections, but there occurred also re-entry of

oil through the outlet channel, which was a remainder of the exiting oil from the upward

stroke.
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Fig. 6.40 In-gallery filling and behaviour for SGM during crank cycle at 750 rpm and

1.65 l/min
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6.7 Summary

This chapter was concerned with the numerical investigation of the flow behaviour for two

gallery models.

In the first part a study of a free-flow oil jet was conducted to determine the requirements

on the computational domain (mesh density) to appropriately represent the jet. The conditions

surrounding one nozzle were investigated for a constant average volumetric flow rate, but

at varying fluctuation frequencies representative of that found on oil pumps. The pump

equivalent pulsation did generate a breaking of the otherwise smooth jet surface, but a detailed

jet breakup as found on the experiments was not achieved, as the requirements on the fineness

of the domain grid was well out of the computational capabilities of the available hardware.

However, it was found that for the investigated cases the variation of the jet cross-section was

marginal and a coarser mesh would be sufficient to model the oil jet behaviour.

The second part was concerned with the large gallery model (LGM). The free-flow oil

jet was employed to represent oil delivery conditions to the gallery more appropriately, as

significant oil return flow was found in the experimental study, indicating strong interaction

between jet and gallery model. It was found that short circuiting in the gallery and inlet

outflow did impact on the jet, causing diversion effects during the gallery upward movement.

The relative large gallery volume and subsequent formation of large air bubbles of the size

of the gallery width allowed for turbulent mixing, but low restriction flow. The walls were

partially controlling the flow inside the gallery, whereby the cross-section shape and annular

curvature contributed to the flow behaviour. The inward facing inner gallery top wall caused

unbalanced amounts of oil between the outer and inner gallery wall, with larger amounts

being allowed to collect on the outside wall.

The inertia effects therefore generated a stronger effect on the outside, pushing the inner

wall oil into the centre due to the inner wall curvature and creating a cross-sectional swirl.

This was also supported by the annular curvature, especially in the first half of the gallery. The

gallery movement direction also controlled greatly the filling of the inlet and outlet sections

of the gallery, whereby in the mid-gallery sections close to the inlet a strong back and forth

air movement was noticed. A similar, but less strong effect was noticed in the outlet sections,

whereby the re-entry of oil during the downward stroke contributed to the filling.
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In the third part the small gallery model (SGM) was investigated. It was modelled based

on the same principles as the large gallery model, also including a free-flow oil jet. The

analysis of the small gallery model revealed similar oil movement behaviour with respect

to wall bound flows. The annular curvature and race-track like cross-section of the gallery

encouraged a more smooth flow, lacking some of the turbulences experienced on the large

gallery model. Furthermore, the smaller sized gallery did not allow for the air bubble breakup

seen at the LGM and caused a slight damping effect on the flow, expressed as significant lower

oil fill ratio fluctuations in the mid-gallery sections.
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ICAL RESULTS

This chapter focuses on the comparison of the experimental and numerical findings.

The first part is concerned with the large gallery model. The commonalities and differences

between experimental and numerical results in the gallery filling and flow behaviour inside

the gallery will be analysed based on one specific, but representative case. This is followed

by comparison of experimental and numerical results in the representation of internal gallery

filling for varying conditions of rotational crank speed and nozzle oil flow rate. Commonalities

and differences are identified, analysed and explained.

The second part follows the structure and underlying methodology of the first part, but

concentrates on the results from the small gallery model.

The chapter then closes with a summary of the findings.

7.1 Introduction

The presented experimental flow images for the LGM and SGM are identical to the images

shown in the experimental results chapter (5). All flow indicating arrows were obtained by

manual assessment of the flow from three consecutive images. Arrows coloured red indicate

the flow direction of oil and blue arrows indicate the flow direction of the interface between

air and oil.

The images showing results from the numerical study of the LGM and SGM are based

on the same simulation models, reflecting the experimental conditions. For the SGM the

images of inlet sections, mid-gallery sections and outlet sections are identical to the images of

the numerical results chapter. For the LGM the images of inlet sections and outlet sections

are also identical to the numerical results chapter, but the images for the front mid-gallery
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sections and rear mid-gallery sections were additionally generated for better comparability to

the experimental images.

Colour coding is also used to distinguish the commonalities and differences between

experimental and numerical results. Pointers highlighting commonalities are coloured green

and pointers for differences are magenta coloured.

One specific flow rate and crank speed case is presented in detail for comparison. The

results are typical representations of the flow in the galleries. Variations occurring with change

of rotational crank speed and nozzle oil flow rate are highlighted, rather than described, in

order to minimise repetition of the same underlying behaviour.

7.2 Large gallery model

7.2.1 Experimental and numerical result comparison at BDC for 600 rpm

and 4.0 l/min

Overall there was good comparison between the air position in the experiment and in the

simulations. The majority of the air was located at the gallery top to both sides of inlet channel,

extending into the front mid-gallery sections, as shown in Figure 7.1. The experimental results

indicated a larger collection of air in the right branch of the gallery in comparison to the

simulation results. This should be treated with care, as the position error due to the refraction

effect of the gallery curvature increases with increasing distance from the vertical image

centre. In comparison the simulation did not contain such an error. Therefore features close

to the left and right visible edge of the gallery may not be used for the comparison of air at

the inlet.

The continuous inflow of the oil jet did not allow significant collection of air directly

above the inlet hole. The deflection of the oil jet on the inner inward-tilting top gallery wall led

to forced flow of oil into the gallery branches. As the oil jet entered the gallery the momentum

exchange with the bottom oil layer also created a small scale swirl contained to the inlet

section. This feature was present in the results of the experimental and numerical study,

although stronger visible in the experimental flow results, as seen in Figure 7.1. Furthermore

there was air drawn into the gallery with the entering oil jet for both studies.
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Fig. 7.1 Experimental and numerical results of inlet sections for LGM at BDC, 600 rpm and

4.0 l/min

There were differences with regards to the predicted air location by the simulation at half

the height of the gallery in comparison to the experimental results, where air was not shown

in this position. The predicted location of the air was at the inside wall of the gallery and was

visible due to the portraying of the air, rather than the oil. The experiment would not allow

such an option and the correctness of the air being in this position cannot be assured.

The location of the visible air at the gallery top in the front mid-gallery sections showed

good comparison between experimental and numerical results, as shown in Figure 7.2. The

majority of air was found near the gallery top. The simulation indicated larger air pockets at

half the gallery height, but this would not be visible in the experimental image, as explained

previously. The experimental result did show the outline of a medium sized air bubble and

the darker central shade indicated that it may expand throughout the gallery width onto the

opposite gallery wall. This would be in line with the end of the predicted centrally located air

bubbles shown in the simulation result.

The main oil flow direction along the top of the gallery was also in good comparison.

The experiments showed an entering oil jet forcing a flow along the top of the gallery, before
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Fig. 7.2 Experimental and numerical results of front mid-gallery sections for LGM at BDC,

600 rpm and 4.0 l/min

being pushed downward on the gallery wall and allowing the air to collect on the top of the

front mid-gallery sections. A similar behaviour was indicated by the simulations, although the

downward forced flow was less developed compared to the experiment. The upward indicated

flow direction near the gallery bottom in the simulation occurred mainly at the inner gallery

wall, but insufficient data was available for the gallery bottom in the experiment to verify this

flow direction.

In the rear mid-gallery sections the air locations differed strongly between experiment

and simulation, as shown in Figure 7.3. There was a tendency in the simulation for the air to

be pushed to the gallery top, but the arrival at this position occurred after the BDC position

in the crank cycle. Although the simulation predicted the location of air at a lower gallery

height, it can be seen that there occurred a comparable column of oil at the beginning of the

rear mid-gallery sections. An analysis of the flow behaviour of the full gallery also revealed

that the oil column was a result of two oil flow streams clashing, whereby one stream was

initiated from the gallery inlet side and the other stream from the gallery outlet side.
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Fig. 7.3 Experimental and numerical results of rear mid-gallery sections for LGM at BDC,

600 rpm and 4.0 l/min

The flow vectors of the expanding air bubbles in the experiment may be used to estimate

the directional flow of the oil. The direction of the air bubbles at the upper right end of the

gallery (right side from the oil column) indicated a flow to the left side towards the gallery exit

sections. As air was present in the upper gallery region left to the oil column the flow must

be downwards. A comparable flow pattern was seen in the simulation, where the flow was

from the top right of the gallery towards the left bottom of the gallery. The upward indicated

flow in the simulation was found to be at the inside gallery wall, whereby the downward flow

occurred on the outside gallery wall, also producing a cross-sectional swirl in the gallery.

The locations of the air pockets in the gallery outlet sections were also predicted at a lower

gallery height position in comparison to the experimental data, as shown in Figure 7.4. The

indication by the air direction vectors was, however, that the air moved towards the gallery

top.

The experimental results allowed for identification of two different oil flow behaviours,

exiting flow through the outlet channel and wall controlled flow along the gallery inside wall.

There was good comparison in the flow behaviour from the gallery through the outlet for
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Fig. 7.4 Experimental and numerical results of outlet sections for LGM at BDC, 600 rpm and

4.0 l/min

both studies. The extension of the oil flow stream from the mid-gallery sections generated an

increased collection of oil near the outlet, forcing the majority of the oil out. The numerical

results also highlighted that there was not sufficient outlet area and part of the oil was pushed

towards the gallery top.

The most significant difference in oil flows was found in the sections adjoined to the outlet.

While the experiment showed oil piercing through the air bubbles from the gallery inside wall

to the gallery outside wall (radial direction), the simulation did not show such behaviour, but

rather a circulating flow along the outside wall (tangential direction). Overall the flow in the

outlet sections was more structured and directed in the simulations as compared to a more

chaotic and turbulent flow found in the experiment.
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7.2.2 Experimental and numerical result comparison at TDC for 600 rpm

and 4.0 l/min

Overall there was good comparison between the air position in the inlet sections between

the experiment and the simulation, as shown in Figure 7.5. Both results showed the majority

of the air at the bottom of the gallery, as expected due to inertia effects. Experiment and

simulation also showed good comparison with regard to the formation of small-sized air

bubbles. The non-symmetric occurrence of the air near the location of the inlet channel

was a result of the effects surrounding the entering oil jet. Although care was taken in the

arrangement of the oil jet, the large distance between nozzle exit and gallery inlet did generate

variation on the gallery entry behaviour, especially with consideration of the influence of

partial outflow of oil during the upward stroke. With the simulation being only a half model,

the non-symmetric effect of jet entry point variation did not occur.

Fig. 7.5 Experimental and numerical results of inlet sections for LGM at TDC, 600 rpm and

4.0 l/min

A circulating flow in the inlet sections was determined for the experimental results,

whereby the entering oil jet impacted on the gallery top wall and then deflected into the gallery
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branches. With the oil being present on the gallery top due to the inertia effects, the flow was

deflected downward and circulating oil flow was experienced mainly near the gallery outside

wall. An inspection of the simulation results revealed similar flow behaviour, although the

circulation did not appear to be of the same scale as indicated by the experiment, but slightly

larger, expanding into the front mid-gallery sections. The returning flow can be seen at the

gallery bottom.

The largest amount of the air was found near the half length of the gallery branch at the

end of the front mid-gallery sections, as shown Figure 7.6. Experiment and simulation also

showed comparable behaviour of the air flow towards the inlet. The air flow could be linked to

the large scale circulating flow of the oil that rose from the inlet up to the gallery top, where it

deflected into the gallery branch. The experiment showed stronger oil flow behaviour towards

the gallery bottom along the outside wall of the gallery. The simulation did not highlight

such a flow at the same gallery location, although backflow behaviour was noticed at the

gallery bottom. Both studies, experimental and numerical, also indicated a region of low oil

movement, whereby the circulating flow represented the boundary. It should be noted that

absence of large scale vertical or horizontal flow does not mean motionless, as circulating

flow can introduce rotational flow behaviour and consequently turbulence.

The occurrence of small-sized air bubbles near the inflow was also present in experimental

and numerical studies, including the distribution along the flow direction, whereby the reduced

motion area contained the lowest amount of air.

Figure 7.7 shows the air locations and flow directions in the rear mid-gallery sections for

experiment and simulation. There was good comparison in the air location, which was found

at the gallery bottom and consisted of large-sized air bubbles. The main flow direction of air

inside the gallery was towards the outlet section, but a minor flow also occurred along the

gallery bottom towards the gallery half length.

The main flow behaviour of the oil was also in good comparison. Two streams of inertia

driven oil flow along the gallery top wall collided in the regions of the rear mid-gallery

sections, forcing the flow of oil downwards. This collision appeared in a similar position to

the collision of streams at the BDC position, but in contrast to the BDC position a column of

oil was not formed as a result of the inertia effects on the oil. The flow direction of the oil

after the collision showed also good consistency between experiment and simulation, being

towards the gallery outlet and pushing the air towards the outlet as well. Although there was
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Fig. 7.6 Experimental and numerical results of front mid-gallery sections for LGM at TDC,

600 rpm and 4.0 l/min

indication in the simulation of upward pointing flow at the collision region, a closer inspection

revealed that the flow occurred at the inside gallery wall, which would not be noticeable in

the experimental results.

The location of the larger air bubbles in the experiment and in the simulation showed good

consistency, as shown in Figure 7.8. There occurred non-symmetrical distribution of the air

in the experiment, which can be attributed to the variation of flow splitting into the gallery

branches at the inlet. It was also found that the air bubbles did not reach the outlet channel at

the TDC, which was consistent in both studies, experimental and numerical, although the oil

flow passing over the air bubbles forced the air to move towards the outlet channel. While

the inertia driven in-gallery bulk oil flow was towards the gallery top wall there was still oil

exiting the gallery through the outlet channel and was partially obstructed by oil outside the

gallery.

The simulation indicated a strong inertia driven upward directed oil flow above the outlet

channel that was deflected on the inner inward-tilted top gallery wall and pushed into the

gallery branch. This led to the downward flow of the oil on the outside gallery wall. There
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Fig. 7.7 Experimental and numerical results of rear mid-gallery sections for LGM at TDC,

600 rpm and 4.0 l/min

was similar flow behaviour in the experiment with visible indication of the flow on the outer

gallery wall being downwards. It may be assumed reasonable, that the downward forced flow

at the outer gallery wall was a result of the flow in the centre of the gallery cross-section. As

the inertia forces on the oil would primarily generate an upward movement, the wall guided

flow may overcome this force and counteract the inertia-driven flow, leading to the downward

wall flow. This would be consistent with the main indicated flow direction of the simulation.

7.2.3 Commonalities and differences between LGM cases with different

crank speeds and flow rates at BDC

Figure 7.9 shows a comparison experimental and numerical results of the inlet gallery sections

filling behaviour at the BDC based on the parametric variation of rotational crank speed and

nozzle oil flow rate. There was good comparison between experiment and simulation, and the

trend of filling behaviour was represented well.
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Fig. 7.8 Experimental and numerical results of rear mid-gallery sections for LGM at TDC,

600 rpm and 4.0 l/min

The majority of the oil was found at the gallery bottom due to inertia effects as the gallery

model came to a standstill at BDC. All results show that the entering oil jet held sufficient

high momentum to pierce through the bottom oil layer and impacted on the inward-tilting

inner gallery wall. This behaviour was visible in the experimental result images by the oil

reaching the gallery top. The absence of air in the simulations, represented by blue shaded

areas above the inlet channel, meant that oil was reaching the gallery top. All images also

portrayed a jet deflection on the tilted inner gallery wall into the gallery branches, followed

by flow along the gallery top, before wall-guided downward oil flow on the outside gallery

wall occurred.

The results generally showed a collection of large air bubbles on the gallery top adjoined to

the jet entry area, which was clearly visible during the experiments and was well represented

by the simulations. In addition the trend of gallery filling seen in the experiments was also

visible in the simulations, whereby the lowest oil content could be found for the case of

300 rpm and 6.0 l/min. The air content at 300 rpm & 4.0 l/min and 600 rpm & 4.0 l/min

was nearly identical, although the experimental images showed more diluting of the oil layer
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Fig. 7.9 Experimental and numerical results of inlet sections for LGM at BDC for different

crank speeds and oil flow rates

with medium-sized air bubbles at the lower speed. A comparable effect was visible in the

simulation results, where similar amounts and distribution of air was found. In contrast the

oil flow path did show differences expressed by the different formation of the air boundaries.

The lowest air content in the inlet section was found at highest crank speed and flow rate

of 600 rpm and 6.0 l/min respectively with good similarities between experimental and

simulation results.

At the outlet sections the experimental results showed the majority of the oil collecting at

the gallery bottom, although some oil was also found at the gallery mid-height and top, as

shown in 7.10. As the gallery approached BDC and the velocity reduced two effect occurred,
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inertia effects and colliding flows. The inertia effects had the strongest influence on the oil

movement towards the gallery bottom, as explained previously. In additions, the collision

effects of the combining flows from the two gallery branches led to oil being unable to exit

and therefore being forced upward. Only approximately 40°CA after BDC the full top air layer

was achieved. This behaviour was consistent for all speeds and flow rates in the experiments.

Fig. 7.10 Experimental and numerical results of outlet sections for LGM at BDC for different

crank speeds and oil flow rates

The simulation results did not predict this behaviour well. The air location was predicted

at a lower gallery height position with oil being present at the gallery top wall. The best

prediction in terms of air content was found for 600 rpm and 4.0 l/min, with the other cases

showing significant differences. It should be noted that the air content in the simulation may
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be higher than the visible air shown, as the software does not render small scale air bubbles

(smaller than mesh size), although numerically the cells contain air. Both results, experimental

and simulation, showed a tendency of lower oil content in the gallery outlet sections for lower

oil flow rates.

The simulation predicted the movement behaviour and top wall collection of air similarly

to the experiments, but delayed with respect to crank angle. A closer inspection of the results

at 600 rpm and 4.0 l/min revealed that the air was reaching the gallery top at approximately

60°CA after BDC with a formation of a constant air layer at the gallery top being further

delayed.

7.2.4 Commonalities and differences between LGM cases with different

crank speeds and flow rates at TDC

There was generally good comparison between the numerical and experimental results of

gallery filling in the inlet sections at TDC, as shown in Figure 7.11. The flow of oil within the

gallery was still in transition from the bottom to the top, as the gallery velocity reduced while

approaching TDC, initiating the formation of larger air bubbles at the gallery bottom.

The increased distance between nozzle exit and gallery inlet together with the distribution

of oil across the gallery height led to the formation of small-sized to medium-sized air bubbles,

as the oil jet entered the gallery and caused strong mixing between the air contained in the

jet surface layer and the oil in the gallery. This behaviour was found for all speed and flow

rate cases and was in good comparison between experimental and simulation results. There

was also a tendency in both studies of the formation of larger-sized air bubbles at the gallery

bottom, but at distance from the inlet channel, except for the case of 600 rpm and 4.0 l/min,

where both showed that the air reached the inlet channel.

Figure 7.12 shows the distribution of air in the outlet sections of the gallery at TDC

position. The experiments showed that the majority of the oil was distributed across the

gallery height with some formation of larger-sized air bubbles. The crank speed had an effect

on the position and formation of the air bubbles. While at lower speed the air bubbles had a

tendency towards more circular shapes, at higher speeds the air bubbles were more of conical

shapes pointing towards the outlet channel, highlighting the underlying inertia effects during

gallery slowdown approaching TDC. The effect of varying air bubble heights with changing
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Fig. 7.11 Experimental and numerical results of inlet sections for LGM at TDC for different

crank speeds and oil flow rates

velocity was also visible in the simulation results, although the conical shapes were not as

explicit.

In all cases there was also a tendency of less small-sized to medium-sized air bubbles

suspended in the flow, as compared to the inlet sections. The only exception was the case at

300 rpm and 6.0 l/min, where strong mixing of the oil and air occurred. A closer inspection

of the experimental results showed that the gallery was only filled with oil half height and the

large amount of air allowed for unstructured mixing effect. In all other cases significantly

more oil was found in the outlet gallery section, leading to more directed oil movement.
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Fig. 7.12 Experimental and numerical results of outlet sections for LGM at TDC for different

crank speeds and oil flow rates

7.3 Small gallery model

7.3.1 Experimental and numerical result comparison at BDC for 750 rpm

and 1.65 l/min

Figure 7.13 shows strong turbulent flow behaviour at the inlet protruding into the adjoined

gallery sections. The extent can still be seen in the side view (Figure 7.14) and can be estimated

as 1/3 of the gallery branch length (approximately 60° from inlet). The close proximity of the

nozzle to the gallery resulted in strong oil jet entry into the gallery, culminating in significant
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amount of air being drawn into the gallery as well. Such behaviour was also represented by

the low volumetric sector filling as shown in Figure 6.38 on page 185.

Strong turbulence was also found in the numerical results and showing a comparable,

but slightly shorter length, expressed by the extension of the air representation. For both

studies, experimental and numerical, the indication was also that with progressing distance

the turbulence became more present at the gallery top. With increasing distance from the inlet

channel the flow velocity and mixing of oil and air reduced, causing a decrease in turbulence.

In addition the reduced momentum allowed the inertia (and gravitational) effects to control

the collection of oil at the gallery bottom.

Fig. 7.13 Experimental and numerical results of inlet sections for SGM at BDC, 750 rpm and

1.65 l/min

The flow near the inlet was mainly driven by the entering oil jet. The jet impacted on

the gallery top wall and separated horizontally to protrude into the gallery branches. This

behaviour could be found in the experiment and the simulation. There occurred some swirling

flow near the inlet, which was found in both results. The main flow of the oil was downward

along the outer gallery wall, adding to the bottom gallery oil layer. As the oil flow reached

the gallery bottom the impact with the already present oil also created flow backward towards

the inlet (interface sector 1 – 2). This was shown in the simulation, but could not be identified

sufficiently clear in the experiment.

Figure 7.14 shows the oil and air flow in the side gallery sections. The air was only found

at the gallery top due to the inertia effects on the oil. The position of the air in the numerical
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predictions did compare very well with the experiment, where the majority of the air occurred

after the gallery mid-length.

The mid-gallery sections also highlighted a change in the air flow behaviour. The air in

the front mid-gallery sections showed turbulence controlled movement, expressed by many

smaller air bubbles. In contrast, the air in the rear mid-gallery sections highlighted formation

of larger air bubbles with distinct interface boundaries, as a result of the lower turbulence.

Fig. 7.14 Experimental and numerical results of mid-gallery sections for SGM at BDC,

750 rpm and 1.65 l/min

The flow direction in the mid-gallery sections showed good consistency between experi-

ment and simulation. This was especially apparent for locations with sufficient highlighted

features, where the flow could be analysed with good reliability. The main flow direction

in both studies showed a forward flow from the inlet to the outlet without significant flow

swirling. The flow was partially wall bound (mainly along outer gallery wall) and consisted

of a circular movement around the gallery cross-section centre.

The same behaviour of air and oil was also found in the outlet sections of the gallery, as

shown in Figure 7.15. In both studies, experimental and numerical, the air was distributed

along the length of the gallery top, without any distinct formation of larger air bubbles. Both

studies also indicated that part of the air was drawn towards the outlet channel, highlighting

the strong flow current.
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Fig. 7.15 Experimental and numerical results of outlet sections for SGM at BDC, 750 rpm
and 1.65 l/min

The main flow direction of the oil for both cases was from the gallery branches with a

slight downward movement along the outer gallery wall towards the outlet channel. The flows

from both branches combined and forced the oil outflow through the outlet channel.

The smaller gallery volume of the SGM in comparison to the LGM did not allow for the

split of the oil flow, where part of the oil exited through the outlet channel and the remaining

oil was recirculated into the gallery branch. The combining flows from the gallery branches

combined and exited the gallery, while the air was collecting at the gallery top.

7.3.2 Experimental and numerical result comparison at TDC for 750 rpm

and 1.65 l/min

Figure 7.16 shows the comparison of air locations and flow vectors for the gallery inlet

sections at the TDC. A comparison of the air locations showed good consistency between

both, experimental results and numerical predictions. The experiment showed turbulence

in the gallery near the inlet channel, but with a lower intensity in comparison to the BDC

behaviour, resulting in less protrusion of the turbulent mixing zone into the gallery branch.

The majority of the oil was at the top of the gallery, with the larger air bubbles being at the

gallery bottom. As the gallery came to a rest at the TDC, the inertia force pushed the oil

upwards to the gallery top. This type of oil and air distribution can also be found for the

simulation results.
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Fig. 7.16 Experimental and numerical results of inlet sections for SGM at TDC, 750 rpm and

1.65 l/min

The comparison of the flow directions also showed good similarities. The oil jet entering

through the inlet channel led to upward oil flow, before impacting on the top gallery wall.

The impact forced an oil jet breakup, splitting the flow into both gallery branches, whereby

wall-bound flow on the outer gallery wall was predominant. In the adjoined mid-gallery

sections downward flow occurred as a result of the gallery curvature. The race-track shaped

cross-section also supported smooth flow. Only near the inlet channel some circulation

occurred, which can be found for experiment and simulation cases. Both studies also showed

consistent air flow behaviour, whereby the air located at the gallery bottom was pushed into

the gallery branches.

Figure 7.17 shows the experimental and numerical results of the flow behaviour in the

mid-gallery sections of the gallery at TDC. The main air location was found at the bottom

of the gallery, as seen previously. While the experimental results showed a large air bubble

at the rear mid-gallery sections, the numerical results predicted a more even spread of the

air across the gallery length with indication of increased air content at the front mid-gallery

sections. This difference may seem substantial, but should be treated with care. The practical

limitations of the image capturing system prohibited the collection data from multiple crank

cycles and the image only represents experimental result from one individual crank cycle.

In contrast the numerical study allowed the capture of flow behaviour from multiple crank

cycles. A detailed analysis of the numerical results showed that in one out of ten consecutive
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cycles occurred also an air bubble of similar size in the gallery mid-section, although on the

gallery inside wall, rather than across the full gallery width.

Fig. 7.17 Experimental and numerical results of mid-gallery sections for SGM at TDC,

750 rpm and 1.65 l/min

There was some consistency in the comparability of the flow direction between experiment

and simulation, although the simulation predicted more chaotic flow in the mid-gallery

sections, as opposed to more structured forward flow found in the experiment. In the rear

mid-gallery sections occurred swirling flow, which was found for both investigations. The

flow direction of the air showed good comparison, as the main direction of the air flow was

towards the gallery outlet.

The position of the air at BDC (Figure 7.14) and at the TDC (Figure 7.17) after the

mid-gallery length seemed to indicate a stationary behaviour of the air at this location. A

detailed frame by frame analysis of the cycle did, however, show that the air bubble was not

the same. The formation of the air bubble was due to the oil movement from the gallery top

to the bottom and vice versa. There occurred also an additional forward forced flow of oil and

air inside the gallery near the dead centre of the cycle, resulting in the visible air being moved

forward a significant distance.

Figure 7.18 shows the behaviour of oil and air flow in the gallery outlet sections. As

found in the inlet and mid-gallery sections, the experimental results showed that the oil

resided mainly at the gallery top, while the air was constrained to the gallery bottom forming

distinctly sized air bubbles. The distribution and size of the air bubbles in the simulation
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showed reasonable comparison with the experimental results, whereby some small-sized air

bubbles occurred at the gallery mid-height near the outlet channel and at the gallery top in the

sections adjoined to the outlet. These occurred in the centre of the gallery cross-section, so if

present in the experiment would not be detected due to the opaque oil colour.

Fig. 7.18 Experimental and numerical results of outlet sections for SGM at TDC, 750 rpm
and 1.65 l/min

The main flow direction of air was towards the outlet channel along the gallery bottom.

Both studies, experiment and simulation, showed the same behaviour with good comparability

in direction and position. As the oil streams from the gallery branches collided, a downward

flow out of the outlet channel occurred. This flow behaviour was present in both studies,

although the simulation results indicted also upward flow along the outside gallery wall, which

was not present in the experiment. The main flow in the cross-section centre was consistent

with the experiment, that is, being towards and out of the gallery outlet channel.

Considering the full gallery length of the SGM there was constant forward flow with little

backward circulation, as seen for the large gallery model (LGM). The reduced cross-sectional

area, as compared to the LGM, prohibited such behaviour, as there was insufficient space to

allow deviation from the main flow direction.
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7.3.3 Commonalities and differences between SGM cases of different

crank speed and flow rate at BDC

Generally there was good comparison of the air distribution between experiment and simula-

tion, although there appeared significant differences in the representation of the air behaviour

in the inlet sections, as shown in Figure 7.19. While the experiment showed strong turbulent

air and oil mixing, generated by the entering oil jet, the simulation predicted formation of

larger-sized air bubbles. This may be attributed to the coarseness of the domain mesh, which

cannot be used to visibly show small-sized air bubbles. The boundaries of the air bubbles in

the simulation did produce comparable boundaries to the air loaded swirling region in the

experiment.

All parametric cases showed turbulent mixing in the inlet sections of the gallery, whereby

higher flow rates increased the length of the turbulent region, as found when comparing results

for cases a) and d), as well as cases e) and c) in Figure 19. At the same time an increase in

rotational crank speed counteracted this effect, reducing the length of the region, as found for

cases a) and e), as well as d) and c).

The experimental results in Figure 7.19 also show fewer micro-sized air bubbles for con-

ditions of 500 rpm and 1.105 l/min, indicated by more transparent oil content in comparison

to the other cases. A comparable result can be seen for 1000 rpm and 1.105 l/min, although

the onset of formation of micro-sized air bubbles was present.

As stated previously, the simulation could not model the air and oil mixing behaviour in

detail, as found for the experimental results, but rather highlighted areas of collected air in

the form of air bubbles. A comparison of the turbulent regions in the experiments with the

predicted air bubbles did show similarities in the position and extend. Thereby the simulation

generally showed formation of an oil layer at the gallery bottom and the air collecting near

the gallery top. The largest difference from all behaviours was seen for the lowest speed and

highest flow rate (500 rpm and 2.121 l/min), where the momentum from the jet entry was

high enough to push the air to the gallery bottom. For this case the jet entry could therefore

be evaluated as having a higher effect on the gallery flow behaviour than the inertia effects

due to the stopping of the gallery.

A detailed analysis of the gallery inlet sections highlighted the significant difference in

flow behaviour with increased volumetric oil flow rate, as shown in Figure 7.20. Figure 7.20b
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Fig. 7.19 Experimental and numerical results of inlet sections for SGM at BDC for different

crank speeds and oil flow rates

shows that there appeared strong top wall bound flow as a result of the faster jet entry velocity

at the higher flow rate, passing over centrally located air bubbles and keeping them away

from the top. At the same time increased mixing of oil and air took place, expressed by the

increased presence of centre legend colours. At the lower flow rate a stronger separation of

air and oil occurred. The separation was indicated by the increased presence of the blue and

red colours, representing pure air and oil respectively, as shown in Figure 7.20a.

Figure 7.21 shows a comparison of gallery filling at various rotational crank speeds and

volumetric oil mass flow rates. The experimental images indicated that no significant mixing

region was found in the outlet sections and the flow showed more laminar behaviour. The
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Fig. 7.20 Comparison of flow behaviour in gallery inlet sections of SGM showing VOF of oil

along path lines at 500 rpm and different oil flow rates

consistency in opaqueness of the oil in comparison to the gallery inlet sections indicated that

no or very little coalescence of the micro-sized air bubbles occurred. The micro-sized air

bubbles were carried along with the bulk oil flow and also exited with the oil. There was clear

formation of larger-sized air bubbles in comparison to the inlet. This may be a result of the

combination of medium-sized air bubbles due to the low turbulence in the outlet sections

allowing coalescence effects to control the formation.

The comparison between experiment and simulation did show a good consistency with

regards to air location and size. The majority of the air was located at the gallery top,

highlighting the strong inertia effect on the oil. The largest gallery filling may be assumed at

lowest crank speed and highest flow rate, indicated by the absence of large-sized air bubbles

in experiment and simulation results, although the volume of the micro-sized air bubbles

cannot be determined, but may not be neglected. The presence of micro-sized air bubbles in

the majority of the investigated cases may be used to assume identical amounts of air being

suspended in the oil.

7.3.4 Commonalities and differences between SGM cases of different

crank speed and flow rate at TDC

Figure 7.22 shows the gallery filling in the inlet sections at the TDC for various crank speeds

and flow rates. For all cases the majority of air was located at the gallery bottom, indicating

the largest effect from inertia forces initiated by the gallery slowdown towards the TDC

position. The mixing region was smaller in comparison to the BDC, which was expected, as
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Fig. 7.21 Experimental and numerical results of outlet sections for SGM at BDC for different

crank speeds and oil flow rates

the increased distance between nozzle and gallery meant loss of jet momentum. In addition

the impact of the oil jet on the oil layer present at the gallery top acted as a damping element

to the flow, before the oil jet could impact on the top gallery wall.

There was generally good comparison between the larger-sized air bubble locations when

comparing the predicted locations with the experimental results. A significant difference

was only found in the air location for the lowest speed and highest flow rate (500 rpm and

2.121 l/min). The higher flow rate meant increased upward velocity of the jet and the lower

gallery speed allowed the jet to enter the gallery at a higher velocity, therefore carrying more

momentum. This led to jet breakup and a forced flow into the gallery branches. At the same
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Fig. 7.22 Experimental and numerical results of inlet sections for SGM at TDC for different

crank speeds and oil flow rates

time the oil present on the top surface in the gallery branch forced a downward flow of the oil

and air, creating a strong mixing effect on the gallery bottom.

The difference in the variation of gallery filling at low speed and varying oil flow rate can

be seen in Figure 7.23. The higher momentum of the oil jet at higher flow rates produced a

less diverting jet and a more structured and persistent flow through the gallery, indicated by

the consistent colour scheme sown in Figure 7.23b. This was also indicated by the formation

of a larger sized air bubble at the gallery bottom as a result of the wall bound flow. The

behaviour of the flow in the gallery at the lower flow rate (Figure 7.23a) showed a much

stronger variation of the colour scheme, indicating less stable flow and formation of air
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bubbles at varying positions along the gallery branch. The increased appearance of blue

colour also highlights the presence of increased air content.

Fig. 7.23 Oil jet and gallery filling indicating VOF at TDC for 500 rpm and varying volumetric

oil flow rate

The comparison of the experimental and simulation results showed a reasonable good

comparison with regards to air bubble size, but also with respect to filling, as shown in

Figure 7.24. The experiments showed the lowest filling at lowest speed and lowest flow

rate (Figure 7.24a), with formation of large-sized air bubbles. These were a result of the

coalescence of the medium-sized air bubbles found at the inlet section, whereby micro-sized

air bubbles were still suspended in the bulk oil flow, if present at the inlet. The majority of the

large-sized air bubbles were found at the gallery bottom, due to inertia effects.

The highest gallery filling was found at lowest speed and highest flow rate (Figure 7.24d),

whereby the filling at highest speed and flow rate (Figure 7.24c) showed very similar results.

At the lowest flow rate a comparable behaviour was also found, where the lower speed

(Figure 7.24a) showed nearly similar filling to the highest speed (Figure 7.24e). This behaviour

was not correctly predicted by the simulation, which overestimated the air content for the

lowest flow rate and speed case (Figure 7.24a).
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The experimental and numerical results indicated that the oil flow rate had a more signifi-

cant effect on gallery filling of the outlet sections at lower crank speed with lower oil filling

was present for the lower flow rate. This can be clearly seen by comparison of Figure 7.24a

and 7.24d. This behaviour was opposed to the behaviour at the inlet sections, where a higher

air content was determined at the lower crank speed. The higher momentum of the entering

jet at higher flow rates would generate a wall bound flow along the gallery walls, causing a

slowdown and collection of oil in the rear mid-gallery and outlet sections.

Fig. 7.24 Experimental and numerical results of outlet sections for SGM at TDC for different

crank speeds and oil flow rates

At higher crank speeds occurred little variation of the air content, indicating a low influence

of the crank speed on the filling of the outlet sections, whereby the results from both studies
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also compared well. The reason for the low difference in filling can be related to the flow

behaviour at the inlet sections. Although lower amounts of oil entered at lower flow rates

during the upward stroke of the gallery, the opposing movement of gallery and oil jet during

the downward stroke led to increased oil entry. At high oil flow rates and high crank speeds

the superposition of the velocities led to a limitation of the amount of oil entering the gallery

branches and some short circuiting and exiting through the inlet occurred. This led to the

collection of near identical amounts of oil at the higher crank speed, seen in both studies.

The crank speed did, however, have an influence on the position of the air in the gallery.

At lower crank speeds the air was not fully bound to the gallery bottom wall, but was found to

be located more toward the gallery centre, as found in Figure 7.24a.

7.4 Summary

This chapter was concerned with the comparison of experimental and numerical results

portraying the gallery filling and internal gallery flow behaviour for two differently sized and

shaped gallery models. The commonalities and differences from the results were analysed

and discussed for one specific representative case with fixed rotational crank speed and oil

flow rate, as well as for a range of cases with varying rotational crank speeds and oil flow

rates.

It was found that generally there was good comparison between the experimental results

and numerical predictions of the gallery filling and internal gallery flow behaviour.

At the BDC the experimental results for the large gallery model (LGM) clearly showed

air collecting at the gallery top surface as a result of inertia effects on the oil during the

reduction of gallery velocity while approaching the BDC. In contrast the numerical results

did not determine the air location accurately in all sections of the gallery. While the predicted

air location at the inlet sections were in good comparison with the experimental results, the

prediction of air positions at the mid-gallery and outlet sections were significantly lower in

the gallery than the experimental results showed. Although the prediction of the air position

showed shortcomings, the main flow directions showed good consistency to the experimental

results, highlighting the occurring oil movement and allowing detailed understanding of the

oil flow inside the gallery.
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The filling and flow conditions of the LGM at the TDC were well predicted by the

simulations with the size and behaviour of the air bubbles contained in the gallery showing

good similarities to the experimental results. Both, experimental and numerical studies,

showed the strong effect of the inertia driven flow as the gallery approached TDC, leading to

distinct swirling flows in the gallery, while allowing air to collect at the gallery bottom.

The inaccurate prediction of the air position in the gallery outlet sections at the BDC was

also present in all parametric cases, while at the inlet sections at BDC and for all sections at

the TDC good comparison was found. Unfortunately the precise cause of this inaccuracy of

the prediction at the BDC could not be determined. It was, however, found that the breakup

of larger air bubbles was not in the same manner as found in the experiment. While the

experiment showed a stronger air bubble rippling surface, the simulation retained a much

smoother surface. The reasons for the difference may be linked with phase interface treatment

and tracking in the software, or potentially with insufficient fine mesh to model the air bubble

surface with oil protrusions before breakup. Both reasons cannot be identified with sufficient

high certainty as the main cause.

The predictions of air position and oil flow behaviour in the small gallery model (SGM)

showed good similarities to the experimental results. The inertia effects mainly controlled the

location of the air bubbles, as found for the LGM, and the simulation results did portray this

behaviour well in terms of size and position.

The smaller volume and hence reduced height of the SGM had a stronger control on the

formation, breakup and flow behaviour of the air bubbles in the gallery. The smaller volume

led to bubble sizes with the largest ones found to be at the self-sustaining size controlled by

the surface tension. This size was present in the experiment predictions and simulation results.

The surface tension led to air bubbles of size sufficiently large to be dragged along in the flow

without splitting into smaller air bubbles, particularly in the mid-gallery and outlet gallery

sections.

A difference between simulations and results was also found in the high turbulence

region of the gallery inlet sections. The generation of smaller-sized air bubbles as shown

in the experimental results was not found in the numerical results, although the outlines of

predicted air bubbles was in good comparison with the turbulent region of the experiment.

This limitation of the numerical results was mainly bound to the mesh density, whereby too
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coarse mesh sizes cannot predict the breakup and formation of smaller air bubbles accurately

enough, while large air bubbles can still be accurately tracked.

Overall the simulations were capable of predicting the bulk oil flow inside the gallery

accurately enough and also the position of air bubbles, including the formation and breakup

of the air bubbles in the larger sized gallery.
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The main aims of this research, as stated at the beginning of this thesis, were to determine the

flow behaviour of oil inside a diesel piston cooling gallery under dynamic conditions and to

assess the quality of numerical analysis data in comparison to experimental data. It can be

concluded that the overall aims were achieved. In particular the following.

Oil Jet Behaviour and Influence

• The experimental results have shown that not only does the nozzle exit velocity of

the oil jet have a strong influence on the jet breakup (jet widening), but also that

the design of the nozzle exit is crucial. Nozzle shape induced turbulence played an

important role in the jet breakup and standard calculations using Reynolds number and

Ohnesorge number based on average flow velocities have limitations in the prediction

of the breakup scheme and should be used with caution.

• The numerical results showed that jet breakup behaviour can be reproduced, but required

a very fine mesh at least at the interface between oil and air. In contrast the increased

simulation time of a refined mesh did not justify the gains from jet breakup modelling

for the investigated case. Similar jet breakup behaviour can be modelled through the

introduction of pulsating flow.

• The modelling of the free jet together with the gallery has shown that backflow from

the gallery inlet influences the formation of the jet. In particular the exiting oil at the

BDC deflected the jet near the nozzle exit and strong deviation from the gallery inlet

resulted.

Gallery and Gallery Section Fill Level during Crank Cycles

• The experimental determination of accurate or even approximate values for the oil fill

ratio (OFR) of the gallery cannot be performed for dynamic operating conditions using

the visual method. The micro-sized air bubbles in the oil beyond transitional jet exit
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flow regimes led to an opaque colour of the the oil-air mixture, within which even larger

sized air bubbles cannot be detected, unless these are located at a visible gallery wall.

The strong turbulence at the inlet section of the gallery and subsequent mixing of air

and oil also prohibited reasonable analysis of oil fill ratio. For the mid-gallery and

outlet sections the filling may be approximated, but only for BDC and TDC crank cycle

positions and with compensation for the 3–dimensional gallery shape (refraction error).

• The simulations showed that very similar results of OFR were obtained for meshes with

and without the boundary layer, indicating that the boundary layer may be omitted in

the modelling of the flow without heat transfer. In addition a finer mesh was required

to improve the numerical tracking of the interface. The generally low flow velocities

inside the gallery also support this modelling approach, as the quasi-laminar layer near

the wall extended sufficiently far to be covered by the first mesh layer. On the other

hand the use of a finer mesh had the adverse effect of long simulation times in order

to obtain results. In comparison to the wall boundary layer mesh, the variation of

volumetric oil flow rate and rotational crank speed did have a significantly larger effect.

• The numerical results highlighted a highly transient behaviour of gallery filling and

fill level settling. In particular the large gallery model (LGM) showed strong cyclic

transient fill level variations, where the overall OFR varied during one crank cycle only

by approximately 2%, but OFR variation over multiple consecutive cycles of up to

10% occurred. The variation frequency did not occur as a multiple of crank speed, but

with random frequencies and magnitudes. The variations were strongly influenced by

the conditions at the gallery inlet and gallery outlet, especially the impingement of oil

backflow from the inlet causing deviation of the jet from the straight ejection path.

• There were significant differences in the gallery OFR with regards to location inside

the gallery and position within the crank cycle. The average total gallery OFR showed

relatively small values in the range of approximately 2% for large gallery and approx-

imately 5% for small gallery. An analysis of the average section OFR showed very

different results with variation during the crank cycle of up to 50% for the LGM and up

to 30% for the small gallery model (SGM). The reason was found in the movement of

air between gallery sections, especially in the inlet and mid-gallery sections, where the

entering oil jet added a driving force to the inertia driven flow.
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Air and Oil Flow Behaviour inside the Gallery

• Overall the experimental and numerical results were in good comparison, highlighting

the effects of the jet driven forward flow and the wall-guided inertia driven swirling

flow in both galleries during the whole crank cycle. The bulk flow directions were also

represented well, with the exception of turbulence regions with air bubbles smaller than

the mesh size. The only strong difference was found in the prediction of the air bubble

position in the large gallery model (LGM) at the mid-gallery and outlet sections near

the BDC.

• For the gallery inlet section the numerical results predicted the conditions reasonably

well with the bulk flow directions in both galleries showing comparable features to

the experiment, including shortcut swirling, but it also highlighted the shortcomings

of the simulation with regards to the representation of the air bubble size. While the

experiment showed a distinct turbulence region expressed by fast moving medium-sized

air bubbles, the simulations predicted larger continuous air bubbles. The occurrence

of these larger air bubbles can be attributed to the mesh density, where air bubbles of

size of the mesh cells are grouped together as a result of the interface tracking process,

rather than individually shown.

• In the mid-gallery sections the reduced turbulence and the formation of larger-sized air

bubbles led to improved comparability of numerical and experimental results. Both

analyses showed similar bulk flow behaviour and air bubble sizes, but also showed the

distinctive differences between the flow in the LGM and SGM. The larger volume of the

LGM together with the complex gallery cross-sectional shape allowed for chaotic flow,

as large air bubbles presented little resistance to the inertia driven oil flow. In contrast

the smaller more regular shaped volume of the SGM only allowed air bubbles, where

surface tension forces controlled the behaviour and partially prevented breakup, leading

to wall-guided forward flow.

• The inertia effects of the gallery movement predominantly controlled the flow behaviour

in the outlet sections of both galleries, small and large. The majority of the oil outflow

occurred near the BDC and reduced during the upward stroke, ceasing at TDC. During

the downward stroke a combination of air and oil entrance occurred, generally leading

to the formation of large-sized air bubbles. These conditions were in good comparison
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between experiment and simulation. The only significant difference occurred for the

prediction of the air position in the LGM, which was at mid-gallery height, rather than

gallery top as seen in the experiment.
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The following recommendation for improvements and expansions on the current work are:

• The test rig should be updated or rebuilt to raise the crank speed range to engine

operating range limits. The highest demand for piston cooling is found at maximum

engine power output, due to the highest heat losses from combustion.

• Validation of the simulation results against experimental results should be performed

with respect to in-gallery flow velocities. This may be implemented by 3–dimensional

particle image velocimetry (PIV) analysis and the use of particle trackers. The method

would allow determining the flow velocities in specific gallery sections and also provide

an overall view of the bulk oil flow. In addition the trackers may be used to determine

the residence time of the oil in the gallery.

• The experimental and numerical studies were performed at isothermal conditions, but

the heat transfer inside the gallery during engine operation influences the material

properties, such as viscosity, density and heat capacity. The effect of varying viscosity

and density should be investigated in general, but also with respect to the effects on

sectional flow behaviour and filling. The introduction of heat transfer does require

analysis of the boundary layer effects, although the present study determined no effect

on the flow or filling.

• The shortcomings found in the modelling should be addressed and reasons investigated.

For pure flow analysis the effects of the suspended micro-sized air bubbles may be

omitted, but with introduction of thermal effects any insulation effects due to the micro-

sized bubbles needs to be investigated. Also the different air position to the experiment

at BDC in LGM needs further analysis. With the air not rising into the upper and smaller

cross-sectional width region the surface tension and/or wall adhesion effects may play a
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role in the modelling and should be addressed. Both cases may need a refined mesh and

it is strongly recommended options of upgraded parallel processing or even clustering

are investigated.

• The study should also be expanded with regards to the identified parameters controlling

gallery filling. Although effects of engine speed and oil flow rate were investigated,

the range was limited to match the experimental conditions, but should be expanded

to match the operating ranges of engines. In addition the effect of a conrod should be

investigated, as this affects the maximum velocity and the maximum acceleration of the

piston, which indirectly affects the inertia driven flow.

• Furthermore the two gallery shapes have shown that the flow inside the gallery was

influenced by the gallery shape. Even derivation from the torus-like shape has been

proposed and may also be included. There are a variety of gallery shapes on the market.

The cross-sectional shape does influence the flow behaviour and should be investigated

further.
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APPENDIX A DRAWINGS OF TEST RIG COMPONENTS

A.1 List of rig components

Table A.1 List of test rig components

Name Number Name Number

Piston Motion Test Rig RPC-100-0000 Hex-Bolt M8x50mm 8.8 RPC-X00-0001

Test Rig Frame RPC-101-0000 Hex-Nut M8 8.8 RPC-X00-0002

Oil Catch Tray RPC-101-0021 Hex-Bolt M16x120mm 8.8 RPC-X00-0003

Top Sliding Rail Support RPC-101-0026 Hex-Nut M16 8.8 RPC-X00-0004

Sliding Rail RPC-101-0027 Washer M8 Ø17mm RPC-X00-0005

Rear Spash Guard RPC-101-0029 Washer m16 Ø50mm RPC-X00-0006

Rear Belt Guard RPC-101-0031 Washer M16 Ø30mm RPC-X00-0007

Inner Belt Guard RPC-101-0032 Large Pulley RPC-X00-0010

Slider Bar RPC-102-0001 Bearing HK2020 RPC-X00-0011

Slider Bar Connector RPC-102-0002 Hex-Nut M10 8.8 RPC-X00-0012

Slider Bearing RPC-102-0003 Washer M10 Ø24mm RPC-X00-0013

Cross Member RPC-102-0004 Hex-Bolt M10x100 8.8 RPC-X00-0014

Spacing Tube RPC-102-0005 Washer M10 Ø38mm RPC-X00-0015

Threaded Rod M8-390mm RPC-102-0006 Key 4.75x15x5 RPC-X00-0016

Centre Disk RPC-103-0001 Hex-Bolt M8x100 8.8 RPC-X00-0017

Crank Pin RPC-103-0002 Hex-Bolt M8x25 8.8 RPC-X00-0018

Brass Bearing RPC-103-0003 Dowel Pin Ø6x15mm RPC-X00-0019

Driveshaft RPC-103-0004 Bearing 6205-2RS RPC-X00-0020

Bearing Support RPC-103-0005 Electric Motor RPC-X00-0021

Gallery Model RPC-105-0000 Small Pulley RPC-X00-0022

Only the components shown in the drawings provided are given.
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Chapter A. Drawings of test rig components

A.2 Drawings
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APPENDIX B EXPERIMENTAL RESULTS OF FLOW BEHAVIOUR

INSIDE GALLERIES

B.1 Small gallery model at BDC

. 30◦CA bBDC | BDC | 30◦CA aBDC
conditions: 500 rpm, 1.105 l/min

. 30◦CA bBDC | BDC | 30◦CA aBDC
conditions: 500 rpm, 2.121 l/min

. 30◦CA bBDC | BDC | 30◦CA aBDC
conditions: 750 rpm, 1.651 l/min

. 30◦CA bBDC | BDC | 30◦CA aBDC
conditions: 1000 rpm, 1.105 l/min

conditions: 1000 rpm, 2.121 l/min

Fig. B.1 Flow in SGM at various conditions, inlet sections
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Chapter B. Experimental results of flow behaviour inside galleries

. 30◦CA bBDC | BDC | 30◦CA aBDC
conditions: 500 rpm, 1.105 l/min

. 30◦CA bBDC | BDC | 30◦CA aBDC
conditions: 500 rpm, 2.121 l/min

. 30◦CA bBDC | BDC | 30◦CA aBDC
conditions: 750 rpm, 1.651 l/min

. 30◦CA bBDC | BDC | 30◦CA aBDC
conditions: 1000 rpm, 1.105 l/min

. 30◦CA bBDC | BDC | 30◦CA aBDC
conditions: 1000 rpm, 2.121 l/min

Fig. B.2 Flow in SGM at various conditions, mid-gallery sections
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Chapter B. Experimental results of flow behaviour inside galleries

. 30◦CA bBDC | BDC | 30◦CA aBDC
conditions: 500 rpm, 1.105 l/min

. 30◦CA bBDC | BDC | 30◦CA aBDC
conditions: 500 rpm, 2.121 l/min

. 30◦CA bBDC | BDC | 30◦CA aBDC
conditions: 750 rpm, 1.651 l/min

. 30◦CA bBDC | BDC | 30◦CA aBDC
conditions: 1000 rpm, 1.105 l/min

. 30◦CA bBDC | BDC | 30◦CA aBDC
conditions: 1000 rpm, 2.121 l/min

Fig. B.3 Flow in SGM at various conditions, outlet sections
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Chapter B. Experimental results of flow behaviour inside galleries

B.2 Small gallery model at TDC

. 30◦CA bTDC | TDC | 30◦CA aTDC
conditions: 500 rpm, 1.105 l/min

. 30◦CA bTDC | TDC | 30◦CA aTDC
conditions: 500 rpm, 2.121 l/min

. 30◦CA bTDC | TDC | 30◦CA aTDC
conditions: 750 rpm, 1.651 l/min

. 30◦CA bTDC | TDC | 30◦CA aTDC
conditions: 1000 rpm, 1.105 l/min

. 30◦CA bTDC | TDC | 30◦CA aTDC
conditions: 1000 rpm, 2.121 l/min

Fig. B.4 Flow in SGM at various conditions, inlet sections
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Chapter B. Experimental results of flow behaviour inside galleries

. 30◦CA bTDC | TDC | 30◦CA aTDC
conditions: 500 rpm, 1.105 l/min

. 30◦CA bTDC | TDC | 30◦CA aTDC
conditions: 500 rpm, 2.121 l/min

. 30◦CA bTDC | TDC | 30◦CA aTDC
conditions: 750 rpm, 1.651 l/min

. 30◦CA bTDC | TDC | 30◦CA aTDC
conditions: 1000 rpm, 1.105 l/min

. 30◦CA bTDC | TDC | 30◦CA aTDC
conditions: 1000 rpm, 2.121 l/min

Fig. B.5 Flow in SGM at various conditions, mid-gallery sections
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Chapter B. Experimental results of flow behaviour inside galleries

. 30◦CA bTDC | TDC | 30◦CA aTDC
conditions: 500 rpm, 1.105 l/min

. 30◦CA bTDC | TDC | 30◦CA aTDC
conditions: 500 rpm, 2.121 l/min

. 30◦CA bTDC | TDC | 30◦CA aTDC
conditions: 750 rpm, 1.651 l/min

. 30◦CA bTDC | TDC | 30◦CA aTDC
conditions: 1000 rpm, 1.105 l/min

. 30◦CA bTDC | TDC | 30◦CA aTDC
conditions: 1000 rpm, 2.121 l/min

Fig. B.6 Flow in SGM at various conditions, outlet sections
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Chapter B. Experimental results of flow behaviour inside galleries

B.3 Large gallery model at BDC

conditions: 300 rpm, 4.0 l/min

conditions: 300 rpm, 6.0 l/min

conditions: 600 rpm, 4.0 l/min

conditions: 600 rpm, 6.0 l/min

Fig. B.7 Flow in LGM at various conditions, inlet sections

269



Chapter B. Experimental results of flow behaviour inside galleries

conditions: 300 rpm, 4.0 l/min

conditions: 300 rpm, 6.0 l/min

conditions: 600 rpm, 4.0 l/min

conditions: 600 rpm, 6.0 l/min

Fig. B.8 Flow in LGM at various conditions, rear mid-gallery sections
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Chapter B. Experimental results of flow behaviour inside galleries

conditions: 300 rpm, 4.0 l/min

conditions: 300 rpm, 6.0 l/min

conditions: 600 rpm, 4.0 l/min

conditions: 600 rpm, 6.0 l/min

Fig. B.9 Flow in LGM at various conditions, front mid-gallery sections
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Chapter B. Experimental results of flow behaviour inside galleries

conditions: 300 rpm, 4.0 l/min

conditions: 300 rpm, 6.0 l/min

conditions: 600 rpm, 4.0 l/min

conditions: 600 rpm, 6.0 l/min

Fig. B.10 Flow in LGM at various conditions, outlet sections
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Chapter B. Experimental results of flow behaviour inside galleries

B.4 Large gallery model at TDC

conditions: 300 rpm, 4.0 l/min

conditions: 300 rpm, 6.0 l/min

conditions: 600 rpm, 4.0 l/min

conditions: 600 rpm, 6.0 l/min

Fig. B.11 Flow in LGM at various conditions, inlet sections
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Chapter B. Experimental results of flow behaviour inside galleries

conditions: 300 rpm, 4.0 l/min

conditions: 300 rpm, 6.0 l/min

conditions: 600 rpm, 4.0 l/min

conditions: 600 rpm, 6.0 l/min

Fig. B.12 Flow in LGM at various conditions, rear mid-gallery sections
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Chapter B. Experimental results of flow behaviour inside galleries

conditions: 300 rpm, 4.0 l/min

conditions: 300 rpm, 6.0 l/min

conditions: 600 rpm, 4.0 l/min

conditions: 600 rpm, 6.0 l/min

Fig. B.13 Flow in LGM at various conditions, front mid-gallery sections
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Chapter B. Experimental results of flow behaviour inside galleries

conditions: 300 rpm, 4.0 l/min

conditions: 300 rpm, 6.0 l/min

conditions: 600 rpm, 4.0 l/min

conditions: 600 rpm, 6.0 l/min

Fig. B.14 Flow in LGM at various conditions, outlet sections
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APPENDIX C USER-DEFINED FUNCTION FOR INLET VELOC-

ITY PROFILE

C.1 Laminar conditions
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Chapter C. User-defined function for inlet velocity profile
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APPENDIX D UNCERTAINTY ASSESSMENT OF GRID DEPEN-

DENT VARIABLE

The grid convergence index (GCI) can be determined for any parameter of interest φ , e.g. in

the present case for the gallery oil fill ratio (OFR). The calculations shown below relate to the

medium, fine and very fine mesh model, whereby Ni is the number of cells for each model

represents, with the index i referring to the mesh model, where 1 indicates the finest mesh

and 3 the coarsest mesh. The process was based on recommendations by Roache (1997) and

Celik et al. (2008) and was adapted to the presented case accordingly. The first step involved

the calculation of the average cell height, hi with

hi =

(

Vi

Ni

)
1
3

(D.1)

Roache (1997) stated that the grid stepping should be r ≈ 2. This meant that the length of the

element sides should be halved, leading to 8 hexahedrons or 8 tetrahedrons respectively. The

height step ratio, r, and convergence result step, ε can be calculated by

r12 =
h2

h1
and r23 =

h3

h2
(D.2)

and

ε32 = φ3 −φ2 and ε21 = φ2 −φ1 (D.3)

The coefficients p and q for a two step convergence analysis are

p =
1

ln(r21)

∣

∣

∣

∣

ln

(∣

∣

∣

∣

ε32

ε21

∣

∣

∣

∣

)

+q(p)

∣

∣

∣

∣

(D.4)

and

q(p) = ln

(

rp
21 − s

rp
32 − s

)

(D.5)

with

s =−1

(

ε32

ε21

)

(D.6)

As can be seen above, the equations for p and q are implicit and can only be evaluated by

iteration. With the p and q the extrapolated values of the investigated convergence parameter
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Chapter D. Uncertainty assessment of grid dependent variable

can be determined for each step as

φ21.ext =
rp

21φ1 −φ3

rp
21 −1

(D.7)

and

φ32.ext =
rp

32φ2 −φ3

rp
32 −1

(D.8)

Now the approximate relative error, ea, and extrapolated relative error, eext , for the fine grid

refinement step can be determined and assessed for each step by

ea.21 =
φ1 −φ2

φ1
and eext =

φ21.ext −φ1

φ21.ext
(D.9)

The same process is used for the coarse grid step respectively. The GCI for the fine and coarse

grid step can then be calculated as

GCI f ine =
1.25ea.21

rp
21 −1

and GCIcoarse =
1.25ea.32

rp
32 −1

(D.10)

Finally the convergence rate, R, can be calculated to determine, if convergence is present.

R =
GCI f ine

GCIcoarse
(D.11)

Eca and Hoekstra (2006) suggest for large values of p to set p to a value of 2 and recalculate

the calculations again. On the other hand, Eca and Hoekstra (2006) and Ali et al. (2009) state

different types of convergence conditions, where:

• for 0 < R < 1 there is monotonic convergence,

• for −1 < R < 0 there is oscillatory convergence,

• for R > 1 there is divergence and

• for R <−1 there is oscillatory divergence.
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APPENDIX E NUMERICAL RESULTS OF FLOW BEHAVIOUR

INSIDE GALLERIES FOR ALL CASES

The following presented images are aimed to allow a better and extended overview of the

results obtained from all investigated gallery shapes, crank speeds and flow rates. Within the

main text reference (Chapter ) was made to specific sections of the galleries and Figure E.1

highlights these again for better understanding. While the images portraying the air content

and distribution in the galleries (Figures E.2 to E.9 and Figures E.18 to E.27) are superimposed

from 10 consecutive cycles, the vector images (Figures E.10 to E.17 and (Figures E.28 to E.37)

show one representative flow condition from one of the 10 consecutive cycles. There are some

differences in the flow within the 10 consecutive cycles, but the shown cycle encapsulates

the best represented conditions of the flow. The red-coloured arrows (−→) indicate the flow

direction of the oil and the blue-coloured arrows (−→) represent the flow direction of air. All

arrows are of identical length and do not represent the velocity magnitude, only the direction.
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Chapter E. Numerical results of flow behaviour inside galleries for all cases

Fig. E.1 Definition of gallery sections for LGM (top) and SGM(bottom)

282



Chapter E. Numerical results of flow behaviour inside galleries for all cases

E.1 Air content and distribution for LGM at BDC

Fig. E.2 LGM air content and distribution at BDC, 600 rpm and 4.0 l/min

Fig. E.3 LGM air content and distribution at BDC, 600 rpm and 6.0 l/min
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Chapter E. Numerical results of flow behaviour inside galleries for all cases

Fig. E.4 LGM air content and distribution at BDC, 300 rpm and 4.0 l/min

Fig. E.5 LGM air content and distribution at BDC, 300 rpm and 6.0 l/min
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Chapter E. Numerical results of flow behaviour inside galleries for all cases

E.2 Air content and distribution for LGM at TDC

Fig. E.6 LGM air content and distribution at TDC, 600 rpm and 4.0 l/min

Fig. E.7 LGM air content and distribution at TDC, 600 rpm and 6.0 l/min
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Chapter E. Numerical results of flow behaviour inside galleries for all cases

Fig. E.8 LGM air content and distribution at BDC, 300 rpm and 4.0 l/min

Fig. E.9 LGM air content and distribution at TDC, 300 rpm and 6.0 l/min
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Chapter E. Numerical results of flow behaviour inside galleries for all cases

E.3 Air and oil flow direction vectors for LGM at BDC

Fig. E.10 LGM air and oil flow direction at BDC, 600 rpm and 4.0 l/min

Fig. E.11 LGM air and oil flow direction at BDC, 600 rpm and 6.0 l/min
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Chapter E. Numerical results of flow behaviour inside galleries for all cases

Fig. E.12 LGM air and oil flow direction at BDC, 300 rpm and 4.0 l/min

Fig. E.13 LGM air and oil flow direction at BDC, 300 rpm and 6.0 l/min
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Chapter E. Numerical results of flow behaviour inside galleries for all cases

E.4 Air and oil flow direction vectors for LGM at TDC

Fig. E.14 LGM air and oil flow direction at TDC, 600 rpm and 4.0 l/min

Fig. E.15 LGM air and oil flow direction at TDC, 600 rpm and 6.0 l/min
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Chapter E. Numerical results of flow behaviour inside galleries for all cases

Fig. E.16 LGM air and oil flow direction at TDC, 300 rpm and 4.0 l/min

Fig. E.17 LGM air and oil flow direction at TDC, 300 rpm and 6.0 l/min
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Chapter E. Numerical results of flow behaviour inside galleries for all cases

E.5 Air content and distribution for SGM at BDC

Fig. E.18 SGM air content and distribution at BDC, 500 rpm and 1.105 l/min

Fig. E.19 SGM air content and distribution at BDC, 500 rpm and 2.121 l/min
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Chapter E. Numerical results of flow behaviour inside galleries for all cases

Fig. E.20 SGM air content and distribution at BDC, 750 rpm and 1.651 l/min

Fig. E.21 SGM air content and distribution at BDC, 1000 rpm and 1.105 l/min
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Chapter E. Numerical results of flow behaviour inside galleries for all cases

Fig. E.22 SGM air content and distribution at BDC, 1000 rpm and 2.121 l/min

E.6 Air content and distribution for SGM at TDC

Fig. E.23 SGM air content and distribution at TDC, 500 rpm and 4.0 l/min
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Chapter E. Numerical results of flow behaviour inside galleries for all cases

Fig. E.24 SGM air content and distribution at TDC, 500 rpm and 2.121 l/min

Fig. E.25 SGM air content and distribution at TDC, 750 rpm and 1.651 l/min
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Chapter E. Numerical results of flow behaviour inside galleries for all cases

Fig. E.26 SGM air content and distribution at TDC, 1000 rpm and 1.1050 l/min

Fig. E.27 SGM air content and distribution at TDC, 1000 rpm and 2.121 l/min
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Chapter E. Numerical results of flow behaviour inside galleries for all cases

E.7 Air and oil flow direction vectors for SGM at BDC

Fig. E.28 SGM air and oil flow direction at BDC, 500 rpm and 1.105 l/min

Fig. E.29 SGM air and oil flow direction at BDC, 500 rpm and 2.121 l/min
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Chapter E. Numerical results of flow behaviour inside galleries for all cases

Fig. E.30 SGM air and oil flow direction at BDC, 750 rpm and 1.651 l/min

Fig. E.31 SGM air and oil flow direction at BDC, 1000 rpm and 1.105 l/min
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Chapter E. Numerical results of flow behaviour inside galleries for all cases

Fig. E.32 SGM air and oil flow direction at BDC, 1000 rpm and 2.121 l/min

E.8 Air and oil flow direction vectors for SGM at TDC

Fig. E.33 SGM air and oil flow direction at TDC, 500 rpm and 1.105 l/min
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Chapter E. Numerical results of flow behaviour inside galleries for all cases

Fig. E.34 SGM air and oil flow direction at TDC, 500 rpm and 2.121 l/min

Fig. E.35 SGM air and oil flow direction at TDC, 750 rpm and 1.651 l/min
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Fig. E.36 SGM air and oil flow direction at TDC, 1000 rpm and 1.105 l/min

Fig. E.37 SGM air and oil flow direction at TDC, 1000 rpm and 2.121 l/min
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