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Abstract—Network slicing enables 5G network operators to
offer diverse services in the form of end-to-end isolated slices,
over shared physical infrastructure. Wireless service providers
are facing the need to plan and rapidly evolve their slices
configuration to meet the varied tenants’ demand. Network
slicing unfolds a new market dimension to the infrastructure
providers as well as to the tenants, who may acquire a network
slice from the infrastructure provider to deliver a specific service
to their respective subscribers. In this new context, there is a
growing need for new network resource allocation algorithms
to capture such proposition. This paper addresses this problem
by introducing a family of online algorithms with the aim to
(i) minimize tenants spectrum allocation costs, (ii) maximize
radio resource utilization and (iii) ensure that the service level
agreements (SLAs) provided to tenants are satisfied. We focus
on improving the performance of prediction-based decisions that
are made by a tenant when prediction models lack the desired
accuracy. Our evaluations show that the proposed probabilistic
approach can automatically adapt to prediction error variance,
while largely improving network slice acquisition cost and
resource utilization.

Index Terms—RAN Slicing, spectrum management, 5G, traffic
forecasting, machine learning, next generation wireless networks.

I. INTRODUCTION

Worldwide mobile data traffic is set to increase at a rate of
25% and 42% by the year 2025 [1]. This extreme explosion,
driven by emerging applications, opens new business horizons
and models, and brings vertical segments into the networking
industry. The need for high throughput demand, low latency as
well as inclusion of new verticals has been met by the recent
3GPP releases of fifth-generation (5G) networking specifi-
cations, which offer speeds of 20 Gbps or higher and have
latency in the order of milliseconds. Among the core features
included in various 3GPP study items in the context of 5G
cellular network, lies in the flexibility of network architecture,
facilitated by two critical pillars: network virtualization and
network slicing. These technologies may also be included in
fourth-generation (4G) as part of the (LTE)-Advanced Pro
standard.

According to various sources, 5G network slicing is an
approach to provide separate independent end-to-end (E2E)
logical network resources to serve applications with various
demands [2]. Those applications range from autonomous
vehicles to various machine-to-machine communications, pro-
viding services such as enhanced mobile broadband (eMBB),

massive machine-type communications (mMTC), and ultra-
reliable and low-latency communications (URLLC) [3]. An
E2E network slice consists of radio access network (RAN)
slice, core slice and transport slice, each with their own
controller, already defined in recent 3GPP technical specifi-
cation releases. Fig. 1 illustrates typical E2E network slicing
concept, a simplified version of the one found in [4] and other
studies. With hundreds of varied slices available, it is also
possible for mobile network operators (MNO) to determine
what slice types each customer (also known as tenant) is
eligible to use based on defined service level agreement (SLA)
and subscriptions [5]. A slice can be created to give service
to a specific group of devices with the same requirements
(sensors or smartphones) or by type of application (e.g.,
a slice for multimedia services). There are few network
equipment manufacturers offering different forms of slicing
capabilities, although these available options of E2E network
slicing remains in the development phase and largely still
under investigation. The slicing technology is expected to
dominate future network access mechanisms, both in the core
and at the edge of the network.

RAN slicing, an important segment of the E2E slicing, has
recently gained significant popularity, both from academia and
industry, and has the potential to provide cost-effective solu-
tions for network management, as discussed in the literature
[6]–[8]. It has been reported in [9] that RAN slicing can
save billions of USD in capital expenditure and operational
expenditure by 2025 worldwide. RAN slices are implemented
at sites by arranging the radio resources into a number of
carriers and assigning them to each tenant, enabling operators
to develop intelligent scheduling and to mitigate interference.
Static splitting of radio resources can be inefficient under
variable load, leading to the development of new RAN slicing
architectures that enable dynamic resource sharing. Those
include vRAN, FlexRAN and openRAN [10], [11]. A com-
mon goal among these architectures is to reduce resource
costs and satisfy SLAs requirements to tenants. However,
it is challenging for schedulers at the edge of the network
to know how long a certain job will run and what demand
might arrive in the future. It is therefore expected that RAN
slicing will be traffic-aware to enable allocation according
to a tenant’s needs. Moreover, it is envisaged that the RAN
will permit tenants to access multiple slices simultaneously



through carrier aggregation [4].
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Fig. 1: Main blocks of end-to-end network slicing

In order for dynamic slice allocation to be reasonably effec-
tive, service providers must have an accurate view of the state
of traffic conditions on the network and be able to predict, at
least over short periods, how the current network conditions
will evolve over time. Generally, prediction accuracy can vary
widely due to noise that is often inherent in forecasts and
cannot always be taken as gospel.

In machine learning community there are many efforts to
improve the overall accuracy of predictors, measured as an
error on the testing data. Machine learning techniques have
been applied to multiple areas in mobile networks, including
radio access technology (RAT) and mobile traffic prediction.
Prediction techniques such as spatio-temporal neural network
(STN), auto-regressive integrated moving average (ARIMA)
and Holt-Winters exponential smoothing (HW-ExpS) provide
varying degrees of accuracy, when applied to traffic prediction
[12], [13].

Such clustering and regression techniques rely on the avail-
able data on which the prediction of users’ demand is based.
In cellular networks, such data can be obtained using Charging
Data Records (CDRs), which contain information such as
time and amount of data a user uploads and downloads,
as well as the identity of the associated base station [14].
However, data from CDRs are sparse in time as they are
obtained only when users engage in data transmission and
their location is recorded only at the granularity of a base
station [14], [15]. Moreover, when new networks are deployed,
training data is often unavailable or do not reflect the desired
test distribution. Another limitation of available prediction
solutions is the inability to cope with the increased challenges
presented by the unpredictable congestion in physical layer
and dynamic environments [15]. Prediction models based on
such data may produce wild variations in traffic estimation,
providing unreliable predictions, which may lead to severe
consequences, for example, under-forecasting causes SLA
violations, while over-forecasting incurs unnecessary costs
to the tenants and low resource utilization. SLA violations
result in substantial penalties to the operator, therefore, it is
important to design allocation strategies taking into account
such SLA requirements.

Techniques based on offline training procedures used for
mobile traffic forecasting will play a major role in defining
the success of network slicing. Operators will continue to
rely on prediction accuracy to create network slices to cope
with future demands. Based on predictions, the operators may

decide to allocate various slices with a varying number of
resource blocks to tenants for either short periods of time on
slot-by-slot basis or reserve a slice for a certain amount of
time.

Contribution: In light of the above discussion, the challenge
is to provide a cost effective decision making process of
resource allocation to network slices. In this paper, we dis-
cuss the applicability of online algorithms to solve problems
associated with resource allocation prediction in the presence
of error variance. We show that it is possible to minimize
the impact of unpredictable slice traffic load, providing lower
costs to tenants under guaranteed SLAs. We focus our work
only on guaranteed SLAs service as best-effort communica-
tion is unacceptable for many recent applications.

The rest of the paper is organized as follows. In Section II,
we model the problem. The proposed baseline and probabilis-
tic approaches, solutions and algorithms are given in Section
III and IV. In Section V we report our findings, which were
obtained through extensive simulations. Finally, we draw our
conclusions and outline future works in Section VI.

II. MODELING THE PROBLEM

Before we introduce the system, we give an example (as
shown in Fig. 2) of predicted traffic and actual demand, which
will aid in understanding the rationale behind our work. The
horizontal dashed lines divide the resource blocks into slices.
As can be seen in the plot, the number of required slots does
not always match with the predicted demand. One of the goals
of the traffic prediction task is to minimize the allocation cost
over the billing cycle while complying with user plane SLA
requirements [16]. Let us consider a generic model, where a
mobile network operator (MNO), who owns radio resources,
provides RAN slices to tenants.
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Fig. 2: Example of predicted demand

To meet the expected service requirements, the MNO
manages a resource pool and allocates resource blocks to
slices according to tenants predicted demand. Now, suppose
that an MNO creates slices S = {s1, s2, . . . , sN }, each provide
a number of resource blocks. We assume each slice is divided
into T = {1,2, . . . ,T} time slots of uniform length. An
example of radio resource demand over T time slots and N



slices is shown in Fig. 3. At each time slot, tenants may
issue slice requests to the MNO according to tenant’s real-
time demand. The tenant may also issue a request to the
MNO to buy all the slots of a particular slice at time 0 or
at time T − t. The tenants determine their allocation strategy
based on a certain prediction model. In contrast to offline
prediction, the online prediction has limited duties and makes
only certain decisions in certain situations, hence they can be
run in polynomial time.

To give the reader a better understanding of the model, we
define:
• y: as the demand (total number of slots out of T slots

available per slice a tenant requires), which is unknown
to the tenant during the predicting phase and only learns
it at end of the slice time window T .

• ŷ: as the estimated demand, predicted by a given ML
model.

• {ui}: as the cost per slot of the ith slice, used when
considering allocation on demand.

• ri ∈ {r1, . . . ,rN }: as the fixed cost a tenant has to pay
for acquiring slots for a network slice at any time t up
to the end of the slice duration T .

• δ = |y − ŷ |: as the prediction model error defined
as the absolute difference between prediction and the
actual demand, assumed to be Gaussian, independent and
identically distributed with mean zero and finite variance.

If δ ≈ 0, the predictable part of the process is dominant;
on the other hand if δ � 0, the unpredictable part of the
process is dominant. The optimum cost in this case is A =
min{uy,r}, where A denotes the cost of a solution obtained
by a given algorithm. The estimator’s goal is to minimize the
total number of prediction errors over the billing cycle. Next,
we propose a baseline approach to choose between buying
and renting.

Fig. 3: An illustration of radio resources demand over T slots
and N slices.

III. BASELINE APPROACH

Problem formulation and approach: We now develop the
problem through a mathematical optimization approach. As
a tenant chooses a strategy; to buy or rent radio resources
time slots by minimizing the cost, we can formulate the
optimization problem by the following stochastic program-
ming problem. Let xi be a binary decision variable indicating
whether to buy the kth slot at t0 or rent per slot to the end of

slice length T . The cost minimization problem can be written
as

(P1) min
N∑
i=1
ED [Q(xi,D)]

s.t. xi ∈ {0,1} ∀i ∈ N

(1)

where

Q(xi,D) = min
i

[ ui ŷ ]

= min
i

[
ui (y · f̂ (y))

]
s.t. ui ŷ ≥ r

(2)

and ŷ =
∑

y f̂ (y). The optimization problem (P1) requires
the empirical distribution of the demand f̂ (y) to be specified.
Therefore, the decision strategy equals to

N∑
i=1

xi =

{
Buy, ŷ ui ≥ r

Rent, ŷ ui < r .
(3)

The optimization problem P1 is classical Ski Rental problem
[17], with a trade-off between buying and renting when the
number of slots is not known in advance to the tenant. P1 can
be solved using Algorithm 1 which is described next.

Algorithm Description: Algorithm 1 (we also refer to this
algorithm as a baseline approach) is an online algorithm with
the following strategy: if the cost of the predicted number of
slots is greater than the cost to reserve the entire available
slots, then the algorithm reserves the slice up to T . If the
cost of the predicted number of required slots is less than the
cost to reserve the entire available slots, then the algorithm
reserves the slice based on real-time demand per slot at cost
ui . At the end of the billing period, the algorithm also reveals
a cost function, A.

Algorithm 1: Baseline
1 Input: Let ŷ be predictions of y, r is the cost of

buying the entire slice and u is the cost per slot.
2 Output: A.
3 for j = 1,2, . . . , |S| do
4 while T , 0 do
5 if ŷj u j ≥ rj then
6 aj = rj
7 else

8 aj = u ∗
N∑
l=1

1 · (dtl > 0), where dtl is the

real-time demand per slot and 1 is the
indicator function.

9 A = A + aj

Algorithm Analysis: To evaluate how well the baseline
algorithm performs, we use the competitive ratio which is a
function of the predictor’s error δ as in [18]. We show that the
algorithm performance can be categorized by [A ≤ G + δ],



where G represents the optimal solution and A as defined
previously.

A =


G = r, if [ŷ · u ≥ (r)] and [y · u ≥ (r)]
G = y · u, if [ŷ · u < (r)] and [y · u < (r)]
G + δ, if [ŷ · u ≥ (r)] and [y · u < (r)]
G + δ, if [ŷ · u < (r)] and [y · u ≥ (r)]

The first case means that the prediction ŷ and observation
y are both higher than the cost r , which implies that the
algorithm produces the optimal solution with δ = 0. The
second case means that the prediction ŷ and observation y

are both lower than r , which implies that the algorithm again
produces the optimal solution. The third case is derived as
follow:

A = r

r ≤ y · u + ŷ · u − y · u︸        ︷︷        ︸
δ

A = y · u + δ

A = G + δ.

Similarly, the fourth case is derived as:

A = y · u

ŷ · u < r

0 < r − y · u

y · u − y · u < r − ŷ · u

y · u < r + y · u − ŷ · u︸        ︷︷        ︸
δ

A = r + δ

A = G + δ.

The analysis of algorithm 1 shows that its performance
degrades with the error of the predictor and it is possible
that the solution can move away from the optimal solution.
More specifically, if ŷ is small and y is greater than r , δ
could be large, resulting in either the high cost to the tenant
or a degraded performance to its corresponding subscribers,
violating SLAs requirements. In this case, the baseline algo-
rithm presented here may not be the best choice for deciding
between buy and rent in RAN slicing solutions. More analysis
will be provided in Section V.

IV. PROBABILISTIC APPROACH UNDER IMPERFECT
LOOK-AHEAD

Problem formulation and approach: To overcome the
shortcomings of the previous program, we develop here an
optimization problem, considering the uncertainty of number
of slots. Let xi be the decision variable whether to buy after
renting j number of slots. The problem can now be formulated
as

(P2) min
∑
i

E [Q(xi,P,D)]

s.t. xi ∈ {0,1},
(4)

where

Q(xi,P,D) = min
i

[ ui ŷ ]

= min
i

ui ©«
n∑
j=1

j · pj
ª®¬


s.t. ui ŷ ≥ r,

and the probability pj is the distributions of renting slots
before reserving the remaining part of the slots, which are
given by

pj =

(
r − 1

r

)k−j
·

1

r

(
1 −

(
1 −

1
r

)k ) , j = 1,2, . . . ,n (5)

where k = bλ rc if ŷui ≥ ri and k = db/λe if ŷui < ri .
λ ∈ (0,1) is a hyper-parameter. The ŷ is the expected
number of slots based on the empirical distribution f̂ (y). P2
is a variant of the Ski Rental where the algorithm exploits
the history of previous predicting performances and informs
future strategies as will be discussed next. Estimation of
prediction uncertainty: To design an online-algorithm that
makes better decisions we need to determine the quality of the
prediction. Knowing the prediction accuracy and robustness
of a model can aid in defining how much we can trust our
prediction model in future decision. In this approach, the
accuracy of the prediction model is applied to choose the
optimal hyper-parameters, λ ∈ (0,1), which is a function of the
scale-independent, Mean Absolute Percentage Error (MAPE),
which is defined as [19]

MAPE (%) =
1
H

H∑
t=1

���� y − ŷ

y

���� , (6)

where H is the history length pulled from a particular slice. λ
is directly proportional to the input MAPE as shown in Fig. 4.

Algorithm Description: The input to the algorithm is the
ground truth y, MAPE and the cost of the slice r . For each
slice, the algorithm chooses the hyper-parameter λ according
to MAPE (as in equation 6). In turn, λ and r determine the
probability distribution pi . The probability distribution defines
the slot index at which the algorithm determines when the
tenant should decide to buy to the end of the slice duration.

If the ML model predicts that ŷj u j ≥ rj then the algorithm
rents till time v−1 and buys at v according to the probability pi
for k ← brj λc. If the ML model predicts that ŷj u j < rj then
the algorithm rents till time v − 1 and buys at v according to
the probability pi for k ← drj/λe. The procedure is repeated
for each slice, with the cost of the algorithm is determined as
in line 14-18.

V. RESULTS AND ANALYSIS

In this section, we evaluate our methods by analyzing cost
and utilization efficiency via simulations.



Algorithm 2: Probabilistic
1 Input: Let ŷ be predictions of y, r is the cost of

buying the entire slice and u is the cost per slot.
2 Output: A
3 for j = 1,2, . . . , |S| do
4 while T , 0 do
5 Calculate λ from equation (6)
6 if ŷj u j ≥ rj then
7 k ← brj λc.
8 else
9 k ← drj/λe.

10 for i = 1,2, . . . , k do

11 pi ←
(
rj−1
rj

)k−i
× 1

rj

(
1−(1− 1

r j
)k

) ,
12 Select: v ∈ {1,2, . . . , k} according to

probability pi , where
∑

pi = 1.

13 Define: β =
(
u ∗

v−1∑
l=1

1 · (dtl > 0)
)
, where dtl is

the real-time demand per slot and 1 is the
indicator function.

14 if v ≤ N then
15 aj = β + rj
16 else
17 aj = β

18 A = A + aj

A. Reducing allocation cost

One of the goals of dynamic RAN slicing is to reduce
expenditures and to fulfill the increasing demand. We measure
this performance metric by analyzing the cost of allocation
strategy using the two approaches. To simplify the analysis,
we assume the cost of buying an entire slice at any point
during time window T is fixed, while the cost of one unit slot
is 1 monetary unit. The demand is varied using uniformly
distributed pseudo-random numbers, over 103 independent
time windows and each time window consist of 200 slots.
The predicted number of slots is simulated as ŷ = y + δ
where δ is generated from a normal distribution with zero
mean and some standard deviation. Fig. 5 (left) depicts the
results of our experiments for MAPE is 20%. The top figure
represents the cumulative distribution function (CDF) of the
aggregated cost using the two approaches. We observe that
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Fig. 4: MAPE vs λ.

overall the probabilistic approach reduces the resource cost
by approximately 12%. This is due to the improved allocation
strategy, owing to an enhanced prediction.

The box plots show the cost per slice. Except for Slice 1,
the results highlight the advantage of using the probabilistic
approach over the baseline. As the sparsity in demand in-
creases, the cost incurred using the probabilistic approach is
lower than the baseline, as can be seen in Slice 2 and even
more in Slice 3. The same behavior can be observed when
MAPE is 60%, although with varied costs. See Fig. 5 (right).
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Fig. 5: The performance of baseline and probabilistic algo-
rithm given (left) MAPE = 20% and (right) MAPE = 60%.
Results are averaged over 103 trials.

B. Efficiency of Slice Allocation
Besides fulfilling the SLA requirements and reducing costs,

the slicing allocation strategy must ensure maximum uti-
lization of scarce radio resources. Therefore, it is necessary
to evaluate the performance gains in terms of utilization.
Slice allocation efficiency can be evaluated by the number of
acquired slots, using either of the algorithms described above,
against the number of utilized slots by the tenant (actual
demand). In both algorithms, we use the same distribution
of standard deviations away from the ground truth for a fair
comparison. In this experiment, like the preceding one, we
assume that there are three slices which can be created from
a finite resource pool. We further assume that slices have an
equal number of resource blocks. In each time slot, we observe
the demand and the allocation of each algorithm across the
three slices. We also vary MAPE to gain insights on its
impact. Fig. 6, presents a CDF of the slice utilization under
two different prediction uncertainties (Fig. 6 (left) MAPE =
20% and Fig. 6 (right) MAPE = 60%). It is evident from the
two plots that the probabilistic approach can provide higher
utilization and the difference between the two methods is more
distinct when the MAPE is higher.
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Fig. 6: Aggregated utilization of three slice for (left) MAPE =
20% and (right) MAPE = 60% over 5000 iterations. In each
iteration we vary the demand y and the prediction ŷ.
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Fig. 7: Per slice utilization for MAPE = 60% (averaged over
5000 iterations). In each iteration we vary the demand y and
the prediction ŷ.

We also looked at the average individual utilization in each
of the slices (See Fig. 7). Slice 3 is 100 percent utilized
when using the probabilistic algorithm. This is due to the
lower demand in Slice 3 in contrast to the demand from
the other two slices, and the algorithm accurately requests
slices based on real-time demand. In practice, we envisage
that this will be below the 100% mark, since even real-
time demand can exhibit inaccuracy, albeit with less severity.
Head-to-head comparisons of the three slices show that the
probabilistic approach gives higher utilization of resources
than the baseline approach. This can be explained by the
fact that the probabilistic approach is more resilient to error
variance when it is prominent. Note that in this experiment
we set MAPE = 60%.

VI. CONCLUSION

In this paper, we compared two online algorithms to
configure RAN slicing to respond to real-time dynamic het-
erogeneous requirements. We showed that the probabilistic
online algorithm can complement existing preliminary offline
machine learning models, offering improved robustness in
the presence of imperfect prediction. The analytical results

show that for imperfect demand look-ahead, the probabilistic
approach, whose performance is less sensitive to the pre-
diction errors, can achieve lower costs to tenants and can
provide higher resource utilization. Because of the increased
importance of optimizing the costs in the RAN slicing, we
believe many other deployments in various settings can benefit
from our findings. In future work, we will further expand our
models to include multiple tenants with varied demands who
are sharing radio resources in order to analyze slice utilization,
impact on SLA violations and fairness.
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