SHORT RUN CAUSAL RELATIONSHIP BETWEEN FOREIGN DIRECT INVESTMENT (FDI) AND INFRASTRUCTURE DEVELOPMENT

ABSTRACT

Purpose: Foreign Direct Investment (FDI) flows for infrastructure development have grown in volume to become more widely dispersed among home (outward investor) and host (recipient) countries. This paper explores the short run causal relationship between FDI and infrastructure development in the developing country of Ghana.

Approach: A two-stage least squares (2SLS) estimation method was adopted where FDI was endogenized and all variables were in constant prices. Stationarity tests were performed on the annualized log difference of variables using Augmented Dickey-Fuller Test (ADF).

Findings: Results reveal a positive and significant relationship between FDI and infrastructure but a negative and significant relationship between FDI and GDP and FDI and openness. GDP growth also has a long run negative relationship with FDI inflows.

Originality: The paper’s contribution to knowledge is two-fold. First, it examines the short run effect of FDI upon the Ghanaian economy and how market shocks to FDI and infrastructure development can be ameliorated. Second, it illustrates that Government policy makers should prioritize development that requires FDI and ensure that the local market is not excessively open to foreign exploitation. Future work is required to further investigate international capital flow and its impact upon other developing nations.
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INTRODUCTION

Since the early 1980s, global Foreign Direct Investment (FDI) flow (estimated to involve over 54,000 transnational corporations) has grown faster than world trade and world output (Amiti and Wei, 2006). Agiomirgianakis et al. (2003) state that FDI can be defined as capital flows resulting from the behaviour of multinational companies (MNCs) - thus, the factors to affect the behaviour of MNCs may also affect the magnitude and the direction of FDI. FDI provides an
important source of private external finance for developing countries and is primarily motivated by investors' long-term desire to make profits in production activities that they directly control (Choe, 2003). While FDI represents investment in production facilities, its significance for developing countries is much greater (De Mello, 1999). FDI contributes to investible resources and capital formation but also facilitates transference of production technology, skills, innovative capacity, organizational and managerial practices and access to international marketing networks. Beneficiaries include enterprises operating within transnational systems but these opportunities can also transfer to domestic firms within a host country provided the economic environment is conducive (Blonigen et al., 2005). The greater the supply and distribution links between foreign affiliates and domestic firms, the stronger the domestic firms’ capabilities to enhance competitiveness (Sethi et al., 2003). Balasubramanyam et al., (1996) analyzed how FDI affects economic growth in developing economies. Using cross-section data and OLS regressions they (ibid) found that FDI has a positive effect upon economic growth in host countries using an export promoting strategy but not in countries using an import substitution strategy. Olofsdotter (1998) conducted similar analysis using cross sectional data and found that an increase in FDI stock is positively related to economic growth. The research (ibid) found that the effect is stronger for host countries with a higher level of institutional capability - as measured by the degree of property rights protection and bureaucratic efficiency in the host country. A more contemporary study by Olatunji and Shahid (2015), found a short-run dynamic relationship between FDI and economic growth, and suggested that the long-run relationship can be achieved through infrastructure development and political stability. However, extant literature also reveals that the main deterrents to attracting FDI in developing countries include: governance failure, problems of policy credibility, macroeconomic policy failures and poor liberalization policies (Anyanwu, 2011; Alfaro et al., 2004; Asiedu, 2003).

Given the aforementioned context, this paper seeks to explore the short run causal relationship between FDI and infrastructure development in the developing country of Ghana. Unlike previous studies on FDI that used cross-sectional data to examine the relationship between FDI, infrastructure and growth, this paper uses country specific data and further explores the effect of market shocks to FDI and infrastructure development. A greater understanding in this area of
infrastructure development could help policy-makers design effective policies to attract FDI inflow into sectors where investment is most needed.

FOREIGN DIRECT INVESTMENT (FDI)

Growth in FDI accelerated in the 1990s, rising to $331 billion in 1995 and $1.3 trillion in 2000 (UNCTAD, 2002). Consequently, developing countries experienced a sharp increase in the average ratio of FDI to total investment during the 1990s. A principal feature of FDI growth has been its meteoric rise in the services sector, which is now the dominant sector in global FDI. For developing countries, FDI in the services sector increased at an annual rate of 28% over the period 1988 to 1999 but by 1999 it accounted for 37% of total foreign investment inflows. A significant part of this increase has been the growth in private capital flows for infrastructure in response to the general trend towards privatization of infrastructure in developing countries (WIR, 2012). Private investment in developing countries has risen dramatically since 1990 and the annual investment commitments reached a peak of $128 billion in 1997. According to the World Bank’s Private Participation in Infrastructure (PPI) database, 26 countries awarded 72 infrastructure projects with private participation in 1984-89 - attracting almost $19 billion in investment commitments. In the 1990s, 132 low- and middle-income countries pursued PPI and transferred the operational responsibility for almost 2,500 infrastructure projects, attracting investment commitments of more than $750 billion (WIR, 2012).

FDI inflows have been inconsistent and in 2012 they decreased in all three major economic groups – developed, developing and transition economies albeit at different rates (Asiedu, 2002; Seabra and Flach, 2005). In developed countries, FDI flows fell by 32 per cent to $561 billion while many European Union (EU) countries and the United States (US) experienced significant drops in their FDI inflows (WIR, 2012). Interestingly, FDI flows to developing economies remained relatively resilient, declining by only 4 per cent (World Bank, 2012). FDI inflows to small economies rose further in 2012 from $56 billion in 2011 to $60 billion, owing to the strong growth of FDI to least developed countries (LDCs) and small island developing States (SIDS). Outward FDI from developed economies declined by $274 billion in 2012, accounting for almost all of the fall in global outward FDI. In contrast, FDI flows from developing economies rose by 1 per cent in 2012, amounting to $426 billion. FDI outflows from Africa almost tripled while flows
from Asia, Latin America and the Caribbean remained constant at the 2011 level (World Bank, 2012).

Africa is one of the few regions to enjoy year-on-year growth in FDI inflows since 2010. Investment in exploration and exploitation of natural resources, and high investment from China both contributed to the current level of inward flows (WIR, 2012). More generally, the continent’s good economic performance (i.e., GDP grew by 5 per cent in 2012) underpinned the rise in investment. In Mauritania, FDI inflows doubled to $1.2 billion, partly attributable to an expansion in mining operations (copper and gold) by Canada-based First Quantum Minerals and Kinross. Central Africa attracted $10 billion of FDI in 2012, a surge of 23 per cent on the previous year. Recent natural resource discoveries also contributed to the increase in FDI inflows to East Africa, from $4.6 billion in 2011 to $6.3 billion in 2012 following the discovery of gas reserves in the United Republic of Tanzania and oil fields in Uganda (WIR, 2012). Outward FDI flows from Africa nearly tripled in 2012, from $5 billion in the previous year to an estimated $14 billion. In contrast, FDI flows to West Africa declined by 5 per cent, to $16.8 billion, mainly because of decreasing flows to Nigeria caused by a toxic combination of political insecurity and the weak global economy (World Bank, 2012). Slowing FDI inflows to the Congo were offset by an increase to the Democratic Republic of the Congo, where inward FDI flows jumped from $1.7 billion to $3.3 billion. Some of the flows went towards the expansion of the copper-cobalt Tenke Fungurume mine.

**FDI in Ghana**

Foreign capital (both direct and indirect investment) is constantly in demand (Agiomirgianakis *et al.* 2003). Loans from international commercial banks were initially favoured but during the 1980s, commercial bank lending dried up because of debt crises and forced many countries to reform their investment policies to attract more stable forms of foreign capital - including FDI (WIR, 2012). Developing world governments proactively seek economic policies reform (such as domestic labour market conditions, corporate taxes, tariff barriers, subsides and privatization) to improve FDI activity in their countries (*ibid*). However, only a few sub-Saharan African countries have been successful in attracting significant FDI inflows. The historical trend of FDI inflows into Ghana can be aggregated into three main phases (Tsikata *et al.*, 2000). During 1983-
88 sluggish inflows were recorded, averaging about $4 million per annum with the highest and lowest inflows being $6 million in 1985 and $2 million in 1984. During 1989-1992 moderate inflows were recorded, averaging about $18 million per annum with the highest and lowest being $22 million in 1992 and $14.8 million in 1990 respectively. During 1993-1996 oscillatory inflows occurred which peaked in 1994 at $233 million but fell by > 50% the following year to $107 million. The latest value of FDI in Ghana during 2013 was ($3,226,300,000.00 (US$). Tsikata et al., (ibid) suggest that a three-way nexus of economic growth, investment and political stability is an important feature of FDI inflows- particularly since Ghana’s coup d’état of 1972. During this period, a growth rate of 2.3% was recorded, accompanied by > 60% drop in FDI (from $30.6 million in 1971 to $11.5 million in 1972). Similar trends were experienced after the 1979 and 1981 coup d’état when growth fell to as low as 3.2%. The state of the economy worsened further with a negative growth rates of -3.5% in 1981 to -6.9% in 1982; however inflow of FDI remained constant at $16.3 million (ibid).

ANTECEDENTS OF FDI

Various theories developed to explain the determinants of FDI are incapable of providing a generic theory that explains all variants (i.e., outward and inward FDI at the firm, industry and country level) (Itaki, 1991). However, Dunning (1993) describes three main types of motive-based FDI from the investment firms’ perspective, namely: i) market-seeking (or horizontal) FDI aims to serve local and regional markets replication of production facilities in the host country. Tariff-jumping or export-substituting FDI is a variant of this type of FDI; ii) resource-seeking (or vertical) which involves firms investing abroad to obtain scarce resources such as natural resources, raw materials or low-cost labour (World Bank, 2012). In contrast to market-seeking FDI, resource-seeking FDI involves relocating parts of the production chain to the host country; iii) efficiency-seeking occurs when a firm can gain from the common governance of geographically dispersed activities in the presence of economies of scale and scope (WIR, 2012). In 1998, the World Investment Report, UNCTAD (1998) analysed the determinants of FDI and classified these into three thematic groups, namely: i) political factors; ii) business facilitation; and iii) economic factors. However, the absence of a generally accepted theoretical framework has led researchers to rely on empirical evidence (such as market size and openness) for explaining the emergence of FDI.
Market Size - Artige and Nicolini (2005) and Pärletun (2008) state that market size as measured by GDP (or GDP per capita) is the most robust market-seeking FDI determinant in econometric studies yet, GDP is irrelevant for resource-seeking FDI (Artige and Nicolini, 2005). Jordaan (2004) proffers that FDI flows to countries with larger/expanding markets and greater purchasing power because firms can receive a higher return on investment. A larger market enables the efficient utilization of resources and exploitation of economies of scale, hence a positive correlation exists between market growth and FDI (Charkrabarti, 2001). The Overseas Development Institute (ODI), 1997, state that this correlation serves as a proxy for the size of GDP and some of its characteristics (such as average income levels). Jaspersen et al., (2000) use the inverse of income per capita as a proxy for the return on capital and conclude that real GDP per capita is inversely related to FDI/GDP. Schneider and Frey (1985), Tsai (1994) and Asiedu (2002) suggest that a higher GDP per capita implies better prospects for FDI in the host country.

Openness - Openness is a ratio that measures the relationship between exports/imports to GDP (Charkrabarti, 2001). A country’s degree of openness to international trade will impact on FDI dependent upon the type of investment (Jordaan, 2004). When investments are market-seeking, trade restrictions (and therefore reduced openness) can have a positive impact on FDI as a result of ‘tariff jumping.’ Traffic jumping occurs when foreign firms seek to serve local markets by establishing subsidiaries in the host country (ibid). In contrast, MNCs engaged in export-oriented investments may prefer to invest in a more open economy since increased imperfections that accompany trade protection generally imply higher transaction costs associated with exporting (Kravis and Lipsey, 1982; Wheeler and Mody, 1992).

Labour Costs and Productivity - Charkrabarti (2001) claims that labour costs (or wages) are the most contentious of all the potential determinants of FDI. Affordable labour is essential to attracting multinationals however, how wage levels affect FDI remains largely debatable. Goldsbrough (1979), Saunders (1982) and Schneider and Frey (1985) demonstrate that higher wages discourage FDI. Conversely, Tsai (1994) suggests that high wages are not always a barrier to FDI. For example, the ODI (1997) suggest that when wage rates vary little from country to country, the skills of the labour force exert an impact upon decisions about FDI location.
**Political Risk** - According to ODI (1997), politically unstable host countries laden with rich natural resources are attractive to FDI because high returns compensate for risks posed. For example, large mining companies have overcome political risks by investing in their own infrastructure maintenance and security forces (Jaspersen et al., 2000). These companies are limited neither by small local markets nor by exchange-rate risks because they sell almost exclusively on the international market at hard currency prices. Specific proxy variables (e.g. number of strikes and riots and work days lost) have proved significant in some studies but these quantitative estimates can only capture some aspects of the qualitative nature of political risk. Indeed, the empirical relationship between political instability and FDI flows remains unclear within extant literature. While Jaspersen *(ibid)* and Hausmann and Fernandez-Arias (2000) find no relationship between FDI flows and political risk, Schneider and Frey (1985) find an inverse relationship between the two variables.

**Infrastructure** - Poor infrastructure presents both an obstacle and opportunity for FDI (ODI, 1997). For many low-income countries, inadequate infrastructure represents a major constraint but foreign investment can be attracted when host governments permit substantial foreign participation in national infrastructure development *(ibid)*. Jordaan (2004) claims that good quality and well-developed infrastructure increases the productivity potential of investments and therefore stimulates FDI flows into the country.

**Growth** - The relationship between growth and FDI remains largely inconclusive. Lunn (1980) states that a rapidly growing economy provides relatively better opportunities for making profits than the ones growing slowly or not growing at all. Later research published by Lin (1983), Schneider and Frey (1985) and Gastanaga *et al.* (1998) confirm the presence of a significantly positive effect of growth upon FDI. However, time series analysis conducted by Tsai (1994) produced conflicting evidence of a positive correlation over the survey period 1983 to 1986 but a weak correlation between 1975 to 1978. This weak correlation between these growth and FDI was supported by Nigh (1985) and Ancharaz (2003).
Tax - Tax is also a contentious issue. Hartman (1994), Grubert and Mutti (1991), Hines and Rice (1994), Loree and Guisinger (1995) and Kemsley (1998) suggest that host country corporate income taxes have a significant negative effect on attracting FDI flows. However, Wheeler and Mody (1992), Jackson and Markowski (1995) and Porcano and Price (1996) conclude that taxes do not have a significant effect on FDI.

The direction of the effects of above mentioned determinants may positively or negatively affect FDI. Moosa (2005) states that due to the absence of a consensus on a theoretical framework to guide empirical work on FDI, there is no widely accepted set of explanatory variables that can be regarded as the ‘true’ determinants of FDI.

THEORIES ON FDI

Early works of FDI theory can be attributed to MacDougall (1958) who established his model based on the assumptions of a perfectly competitive market. This theory (ibid) was further elaborated upon by Kemp (1964). Assuming a two-country model and prices of capital being equal to its marginal productivity, MacDougall (1958) and Kemp (1964) both stated that when there was free movement of capital from an investing country to a host country, the marginal productivity of capital tended to be equalized between the two countries. They found that after investment, the output of the investing country fell without any decrease in the national income of the country. This is because in the long term, the investing country receives higher income from its investment abroad. Since this early work a number of alternative and/or supplementary theories have been developed.

Industrial organization approach: Hymer (1976) established the systematic industrial organisation approach towards the study of FDI. This theory sought to explain international production in an imperfect market framework and was supported by Lemfalussy (1961), Kindleberger (1969), Knickerbocker (1973) and Dunning (1974). The industrial organisation theory asserts that firms operating abroad have to compete with domestic firms that are in an advantageous position in terms of culture, language, legal system and consumers’ preference. Furthermore, foreign firms are also exposed to foreign exchange risk. These disadvantages must be offset by some form of market power in order to make international investment profitable.
FDI based on monopolistic power: Kindleberger (1969) extended Hymer’s work (1976) and argued that advantages enjoyed by MNCs could be useful only in the case of market imperfection such as superior technology, managerial expertise and patents. These advantages encourage firms to invest in a foreign market in order to fully exploit them vis-a-vis share them with potential competitors. Greater opportunities to earn monopoly profits encourage more firms to invest directly. Although, Kindleberger (1969) described various forms of advantages enjoyed by a foreign firm (over the host country firm), the specific advantage upon which a firm should focus was not elucidated upon. Further, a firm can only exploit its monopolistic advantages abroad if the host country’s policies allow it to do so – often and in the name of national interest, a host Government would be unwilling to permit free entry of foreign firms into the country.

Internalization theory of FDI: Buckley and Casson (1976) conceptualized FDI by emphasizing intermediate inputs and technology and shifting the focus of international investment theory away from country-specific towards industry-level and firm-level determinants of FDI (Henisz, 2003). Buckley and Casson (ibid) analyzed MNCs within a broad-based framework developed by Coase (1937). Buckley and Casson (1976) articulated their theory based upon three postulates that: i) firms maximize profits in a market that is imperfect; ii) when markets for intermediate products are imperfect, there is an incentive to bypass them by creating internal markets; and iii) internalization of markets across the world leads to MNCs.

Oligopolistic theory explaining FDI: Knickerbocker’s (1973) theory was also formulated based on market imperfections. The three important motives for choosing a particular country as a new business location are: i) firms seek increased access to the host country’s market; ii) firms want to take advantage of the relatively abundant natural resources available in that country; and iii) firms might invest in a country to match a rival’s move and avoid the risk of being underpriced (Head et al., 2002; Altomonte and Pennings, 2003).

Eclectic Paradigm to FDI: Dunning (1977 and 1979) amalgamated the major imperfect market (i.e. oligopolistic and internalization theories) and added a third ‘location theory’ dimension explain why a firm opens a foreign subsidiary. Location theory seeks to determine who produces
what goods or services in which locations and why? Enumerated factors considered include host country policies, economic fundamentals, firm strategy and agglomeration economies.

**Endogenous Growth Theory:** suggests that economic growth is generated by factors such as economies of scale, increasing returns on investment or induced technological changes which are within the production process (Romer, 1990). Grossman and Helpman (1991) developed growth models within the endogenous growth theory to explain the relationship between FDI and growth. These models assume that technological progress (including knowledge transfer and innovation) is the principal driving force of economic growth. Therefore, these models place emphasis on human capital accumulation and externalities on growth. Developing countries are generally unable to innovate and generate new technologies, therefore they adopt technology(ies) produced from advanced countries through FDI. New growth theories indicate bidirectional causality between FDI and growth (Boerenzstein et al., 1998). This is because FDI is expected to improve economic growth by encouraging the incorporation of new foreign technologies in the production function of the beneficiary country. FDI also enhances growth by adding to the host country's existing knowledge base through human resource training and development and increases competition in the host country by overcoming entry barriers and reducing the market power of existing firms (Dunning 1993; Boerenzstein et al., 1998 and De Mello, 1999).

**Infrastructure and Foreign Direct Investment (FDI)**
FDI inflow is a key factor of economic development especially for developing countries since it provides: a substantial financial resource; an opportunity to transfer technological, organizational and managerial practices and skills; and access to international markets (c.f. Shatz and Venables, 2000; Alfaro et al., 2004). MNEs have played an essential role in shaping the patterns of economic development through their FDI decisions (c.f. McCann and Mudambi, 2004). Since the 1997 global economic crisis, many developing countries have primarily relied upon FDI inflow for economic/ infrastructural development on a sustainable basis. Infrastructure development is widely considered as a crucial factor influencing the desirability of investment location, particularly for developing economies, such as Ghana. However, few studies have examined the effect of FDI inflows on infrastructure development. For instance, Frimpong and Oteng-Abayie, (2007) studied the causal link between FDI and GDP growth for Ghana for the pre- and post-
Structural Adjustment Programme (SAP) periods. In other developing economies Lipsey and Sjoholm (2011) studied the relationship between growth and FDI in East Asian countries. Moreover, Takii (2005) discussed the role of FDI by examining productivity spillovers from foreign multinational plants; and Takii (2011) examined the effect of FDI on economic growth in relation to the origin of investors in Indonesian manufacturing. Despite the growing importance of FDI inflows in developing economies, empirical evidence is limited on the determinants of location choice of FDI inflows at their regional level.

RESEARCH METHOD

The study uses annual time series data covering the period 1984-2013 (based on the availability of data). Data sets were obtained from: the World Bank (African Development Indicators Database); the Ministry of Finance and Economic Planning (Fiscal Data); and the Institute of Statistical, Social and Economic Research (ISSER) and Centre for Policy Analysis (CEPA) publications. All variables are in constant prices. The estimation procedures are undertaken with the aid of Stata 12 and Eviews 8 software packages. A two-stage least squares (2SLS) estimation method was adopted where FDI was endogenized; this approach enables any simultaneity issues to be overcome (c.f. Mansouri, 2005; Omoniyi and Omobitan, 2011). The model considers the impact of Infrastructure on FDI inflows in Ghana and is formulated as:

\[ \text{InFDI} = \beta_0 + \beta_1 \text{Infra}_{t-1} + e \]

Where Infra is the log of infrastructure, FDI represents the log of FDI inflows and e represents the error term.

Unit Root Test

Macroeconomic variables usually have a time dependent moment (non-stationary) which poses problems in the estimation results as the standard assumptions for asymptotic analysis would not be valid. Consequently, estimating with ordinary least squares in the presence of non-stationary variables will lead to spurious results. Testing whether a given set of macroeconomic variables is stationary or not in time series analysis is critical to establishing model validity. Econometricians suggest the use of standard time-series unit root tests such as the Augmented Dicky Fuller test,
Phillips-Perron and Dickey-Fuller test with Generalized Least Squares Detrending (DF-GLS) to check the stationarity of variables (Baum, 2000). The study uses the DF-GLS test as it is far more robust than alternative/complementary tests available. The DF-GLS is computed as follows:

$$\Delta X_t' = \beta + \rho t + \delta X_{t-1}' + \sum_{v=1}^{p} \gamma_v \Delta X_{t-1} + \ldots$$

Eq. 2

where $X_t'$ is the detrended series; $t$ is the time trend $\beta$, $\delta$ and $\Delta$ are the constant or drift parameter (an arbitrary parameter and the first-difference operator respectively); $\gamma_v$ represents the coefficients of the lagged difference terms and $\ldots$ is a error term. The null and the alternate hypothesis for the presence of unit root in the variable $X_t$ for the DF-GLS tests are:

$$H_0 : \delta = 0 \text{ (stationary)}$$

$$H_1 : \delta < 0 \text{ (non-stationary)}$$

Rejecting the null hypothesis leads to the conclusion that the variable is not stationary and autocorrelation exists which will produce inaccurate estimates and incorrect inference generation. The presence of arch effects requires the use of lagged variables to achieve stationarity. To determine the optimal lag length ($k$), the Akaike Information Criterion (AIC) and Schwarz-Bayesian Criterion (SBC) are widely used.

**MODEL ESTIMATION AND ANALYSIS**

The economic variables included in the model are: growth rate per capita GDP (gdppc) and population size (pop) which are proxies for market size; inflation (inf), measured as yearly percentage change in consumer prices and GDP growth (grw) – as proxies for economic stability; net exports (nx) – proxy for openness; and M2 as a percentage of GDP (Mg), – proxy for financial development and exchange rate volatility – measured as the variance of the US/GHS exchange rate around its mean – proxy for risk. Descriptive analysis of the observed variables below illustrates that annual change in the macroeconomic over the sample period (1984-2013) has been very high. For example, net inflows of FDI over the sample period is averaging at 18.4% annually with a standard deviation of 2.302% and growth of electricity
consumption increases by 5.7 percentage points annually (refer to Table 1). A similar trend is apparent for the real effective exchange rate over the sample period. Growth in GDP has been changing annually at approximately 1.522% which is circa half of the annual change in inflation rate and trade openness.

**<Insert Table 1 About Here>**

**Unit Root Test Results:** Stationarity tests were performed on the annualized log difference of variables using ADF. Tests were performed on both constant and constant with trend at 1%, 5% and 10% levels of significance. Table 2 illustrates that inflation rate, GDP growth and electricity consumption were stationary at levels, indicating that there is no unit root at first difference with constant. However, FDI and real effective exchange rate (REEXR) were both found to possess a unit root at first difference with constant but when detrended, results reveal that the two series are stationary.

**<Insert Table 2 About Here>**

Figure 1 provides a graphical illustration of all the variables including FDI and real exchange rate after detrending. All variables illustrate little evidence of trend or drift at first difference. Having determined that the null hypothesis of non-stationarity at levels cannot be accepted, the cointegration of the variables is explored.

**<Insert Figure 1 About Here>**

**Test of Cointegration**

Since all the variables are first difference stationary, it was prudent to check for cointegration among the variables. The Johansen’s cointegration test was consequently performed using a maximum lag of 4. Results indicate (Table 3) that there are at least 3 cointegrating ranks among the variables. The associated trace statistic of 42.5303 reveals that the null hypothesis of ‘no cointegration among the variables’ must be strongly rejected.

**<Insert Table 3 About Here>**
Results in Table 4 illustrate that all models normalized on ln_FDI, ln_Electricity, ln_GDP and ln_REEXR were statistically significant, thus the null hypothesis of ‘no long run relationship’ is rejected.

Primary attention is given to lnFDI and lnElectricity as the operational models. Since a long-run cointegration relationship is established using the two models, it can be implied that FDI net inflows has a long run relationship with annualized electricity consumption (as proxy measure for infrastructure).

**Determinants of Foreign Direct Inflows**

Given the observance of cointegration between variables, the determinants of FDI were estimated using cointegration regression estimators; specifically the Fully Modified OLS (FMOLS) and Conical Cointegration Regression (CCR) techniques. These methodologies provide a check for the robustness of results and have the ability to produce reliable estimates in small sample sizes. Results reproduced in Table 5 indicate that the estimates of the FMOLS and the CCR were very consistent and comparable indicating that the results were reliable. It is also revealed that electricity consumption and years have a positive and significant relationship on FDI. The coefficient of electricity consumption B = 1.380, p < 1% in the FMOLS indicates that any 10% increase in electricity demand will generate a circa 13.8% increase in inflows of FDI. The same percentage reduction in electricity consumption causes a 13.7% improvement in inflows per the CCR estimation. Similarly, results on year indicate that FDI inflows have been growing at a yearly rate of 0.3% per annum.

In contrast, a negative and significant relationship was found to exist between FDI and GDP, and FDI and openness. This result is interesting because intuitively, one would suspect that openness of the economy to international trade would lead to an increase in FDI - this therefore confirms the tariff-jumping hypothesis is evident in Ghana. The results show that a 10% openness in
international trade through a reduction of import tariffs will lead to a 15.6 reduction in FDI according to the FMOLS model or a 15.5% reduction in FDI according to the CCR model. It is clear that GDP growth has a long run negative relationship with FDI inflows. Specifically a 10% increase in GDP growth will induce at least a 40% reduction in FDI inflows based on the two models’ estimates. This suggests that the ‘market stealing’ effect associated with increased FDI is apparent in Ghana; where MNCs push out domestic firms without FDI out of the market. The model’s explanatory power using the adjusted $R^2$ squared is validated at around 90 percent for the fully modified OLS model and 87% for the CCR.

**Granger Causality Tests**
Based on evidence that a long run relationship exists between electricity consumption and FDI, the short run relationship between the two variables was then investigated. To determine the short run causal relationship between the two variables, the Granger Causality test was performed. Results indicated that there is strong evidence to support that growth in FDI net inflows helps to predict electricity consumption ($p$-value is 0.003 seems like an odd $p$ value); however, the growth in electricity demand does not cause the growth in FDI net inflows. Thus there is a uni-directional causal relationship between FDI net inflows and electricity consumption (refer to Table 6 below).

<Insert Table 6 About Here>

**Vector Autoregression (VAR) Analysis to Forecast FDI and Electricity Consumption**
To assess the behaviour of both FDI and electricity consumption (and forecast and conduct an impulse response analysis), VAR analysis was performed (see Table 7 below). The optimal lag length of 1 was selected minimum values of AIC, Hannan and Quinn information criterion (HQIC), final prediction error (FPE) and Schwarz’s Bayesian information criterion (SBIC) criteria.

<Insert Table 7 About Here>
The VAR analysis was conducted with ln_FDI and ln_Electricity as dependent variables; remaining variables were exogenous variables based upon a cointegration relationship. The validity of the VAR was checked for stability and autocorrelation and it was observed that none of the eigenvalues were close to unity - thus all shocks will die out with time. Table 8 reveals that all the eigenvalues were inside the unit circle and so VAR stability was confirmed.

**<Insert Table 8 About Here>**

Because the null hypothesis of no residual autocorrelation at all lag orders cannot be rejected at any significance level, there is no evidence to contradict the validity of the VAR models specified and forecasting can be performed. Figure 2 illustrates that electricity consumption is predicted to decline whereas net inflows of FDI are predicted to rise towards its steady path.

**<Insert Figure 2 About Here>**

**Effect of Structural Shocks on FDI and Infrastructure**

In order to identify the effect of shocks to FDI on electricity consumption (and vice versa), impulse response analysis was conducted. Because the Granger causality test generally supported a growth in FDI and electricity consumption, the study specifically chose this approach to examine the effect of FDI growth on electricity demand. Figure 3 illustrates that the diagonal panels show the effect of shocks to FDI and electricity consumption to its own growth path in the future. In both cases the shocks die out gradually confirming the stationarity of the variables.

**<Insert Figure 3 About Here>**

A one-standard deviation shock to electricity consumption in the top left of Figure 4 is slightly below 0.2% whereas a similar jump to the growth FDI net inflows is in excess of 0.4%. The top right and the bottom left panels show the effect of a shock to one variable on the other. At the bottom left of Figure 4 it is observed that a one-standard deviation shock to FDI raises electricity consumption steadily for the next six months but by the year end unto the second year it attains a steady state. The top right panel, illustrates the effect of shocks to electricity consumption on
FDI. A small dynamic effect is apparent that over a six months period which was to be expected. The variance decomposition results (refer to Figure 4) indicates the extent to which each shock contributes to unexplained movements (forecast errors) in each variable.

<Insert Figure 4 About Here>

For instance the left-column panels reveals that the electricity consumption shocks contribute 100% of the variance in the one-period-ahead forecast error for electricity consumption demand. However after the forecast horizon moves further into the next 6 months, the effect FDI inflows will be felt as the contributions converged to approximately 80% of variation in electricity demand. This is due to the electricity demand shocks and 20% due to the FDI shock. The right-column panels indicate that 5% of the variation in FDI is attributable to electricity consumption growth shocks in the short run or long run.

CONCLUSION

Based upon the study context and proxies used for infrastructure and growth, it can be concluded that there is positive and significant relationship between FDI and infrastructure development. The coefficient of electricity consumption $B = 1.380, p < 1\%$ in the FMOLS indicates that a 10% increase in electricity demand generates circa 13.8% increase in inflows of FDI. The same percentage point reduction in electricity consumption results in a 13.7% improvement in inflows per the CCR estimation. There was however a negative but significant relationship between FDI and GDP, and FDI and openness. This result supports the tariff-jumping hypothesis which states that foreign firms which seek to serve local markets may establish subsidiaries in the host country if it is difficult to import their products to that country. The study also concludes that 10% openness in the country’s international trade either through reduction of import tariffs would lead to a 15.6% reduction in FDI according to the FMOLS model or a 15.5% reduction in FDI according to the CCR model. The results illustrate that GDP growth has a long run negative relationship with FDI inflows. Specifically a 10% increase in GDP growth would induce at least a 40% reduction in FDI inflows based on the two models’ estimates. Finally, a 0.2% shock to electricity consumption would result in a similar jump to the growth of FDI net inflows is in
excess of 0.4%. Moreover, a one-standard deviation shock to FDI raises electricity consumption steadily for the next six months but by the year end into the second year it attains a steady state.

Based upon these findings, it is recommended that managers of the country’s economy should prioritize specific areas that require FDI. Incentives should be available to attract investments in such sectors. It is also important that areas prioritized are related and support local industries. Even though trade theorists encourage countries to engage in trade, care must be taken not to excessively open the country’s market for exploitation without some trade restrictions to promote growth of local firms. To attract more FDI, governments need to commit additional resources towards infrastructure development particularly within the energy sector. This was evident in the study which indicates that any 10% increase in electricity infrastructure generates about 13.8% increase in inflows to foreign direct investments (FDI). This is because energy forms the backbone of every economy; therefore, infrastructure investments bring about long lasting solutions to the country’s perennial energy challenges.
REFERENCES


Evidence from Japanese Manufacturing Investment in the United States, Journal of

173-184. DOI: 10.1057/palgrave.jibs.8400015

The Quarterly Journal of Economics, Vol. 109, No.1, pp. 149-182. DOI:
http://www.jstor.org/stable/2118431

Hymer, S., (1976) The International Operations of Nation Firms: A Study of Foreign Direct
Investment, MLT Press: Cambridge, UK. Available via:


Investment, Journal of World Trade, Vol. 29, No. 5, pp. 159-180. Available via:
2017].

Investment: Africa Compared with Other Developing Areas, in P. P. Collier, C. (Ed.),
Investment and Risk in Africa. St Martin’s Press: New York, USA. DOI: 10.1007/978-1-
349-15068-7_3

Doctoral Thesis, University of Pretoria. Available via:
http://repository.up.ac.za/bitstream/handle/2263/24008/Complete.pdf?sequence=4

0137425449


Knickerbocker, F.T. (1973) Oligopolistic Reaction and Multinational Enterprise, Division of Research, Harvard University: Cambridge, MA, United States. DOI: 10.1002/tie.5060150205


<table>
<thead>
<tr>
<th>Variables</th>
<th>N</th>
<th>Mean</th>
<th>Median</th>
<th>SD</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ln FDI</td>
<td>39</td>
<td>18.386</td>
<td>18.483</td>
<td>2.3017</td>
<td>0.1801</td>
<td>1.933337</td>
</tr>
<tr>
<td>Ln Electricity</td>
<td>43</td>
<td>5.7303</td>
<td>5.8112</td>
<td>0.2891</td>
<td>-2.077</td>
<td>8.423234</td>
</tr>
<tr>
<td>Ln GDP</td>
<td>42</td>
<td>1.5219</td>
<td>1.5789</td>
<td>0.6523</td>
<td>-2.214</td>
<td>9.682846</td>
</tr>
<tr>
<td>Ln inflation</td>
<td>49</td>
<td>3.0547</td>
<td>2.8975</td>
<td>0.7820</td>
<td>0.3417</td>
<td>3.010716</td>
</tr>
<tr>
<td>Ln REEXR</td>
<td>36</td>
<td>5.1396</td>
<td>4.8097</td>
<td>0.9642</td>
<td>1.8996</td>
<td>5.713947</td>
</tr>
<tr>
<td>Ln Openness</td>
<td>50</td>
<td>3.8409</td>
<td>3.8053</td>
<td>0.6583</td>
<td>-0.905</td>
<td>3.584958</td>
</tr>
</tbody>
</table>

Table 1 - Descriptive Summary
Table 2 - Unit Root Tests Results

<table>
<thead>
<tr>
<th>Variables</th>
<th>Test for Unit root</th>
<th>ADF Statistic</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Growth</td>
<td>Constant</td>
<td>-7.231***</td>
<td>Stationary</td>
</tr>
<tr>
<td></td>
<td>Constant with trend</td>
<td>-5.929***</td>
<td>Stationary</td>
</tr>
<tr>
<td>FDI</td>
<td>Constant</td>
<td>-0.545</td>
<td>Not Stationary</td>
</tr>
<tr>
<td></td>
<td>Constant with trend</td>
<td>-3.490**</td>
<td>Stationary</td>
</tr>
<tr>
<td>Electricity</td>
<td>Constant</td>
<td>-2.630*</td>
<td>Stationary</td>
</tr>
<tr>
<td></td>
<td>Constant with trend</td>
<td>-3.654**</td>
<td>Stationary</td>
</tr>
<tr>
<td>Open</td>
<td>Constant</td>
<td>-2.946 ***</td>
<td>Stationary</td>
</tr>
<tr>
<td></td>
<td>Constant with trend</td>
<td>-6.828***</td>
<td>Stationary</td>
</tr>
<tr>
<td>Inflation</td>
<td>Constant</td>
<td>-2.608*</td>
<td>Stationary</td>
</tr>
<tr>
<td></td>
<td>Constant with trend</td>
<td>-3.628***</td>
<td>Stationary</td>
</tr>
<tr>
<td>Real Exchange Rate</td>
<td>Constant</td>
<td>-2.547</td>
<td>Not Stationary</td>
</tr>
<tr>
<td></td>
<td>Constant with trend</td>
<td>-3.690**</td>
<td>Stationary</td>
</tr>
</tbody>
</table>

*, **, *** denotes significant at 1%, 5% and 10%
Figure 1 - Time Series Plot of Variables
<table>
<thead>
<tr>
<th>Maximum rank</th>
<th>LL</th>
<th>Eigenvalue</th>
<th>Trace statistic</th>
<th>5% critical value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>36.084425</td>
<td></td>
<td>116.9669</td>
<td>94.15</td>
</tr>
<tr>
<td>1</td>
<td>57.206585</td>
<td>0.77881</td>
<td>74.7225</td>
<td>68.52</td>
</tr>
<tr>
<td>2</td>
<td>73.302725</td>
<td>0.68328</td>
<td>42.5303*</td>
<td>47.21</td>
</tr>
<tr>
<td>3</td>
<td>83.23091</td>
<td>0.50794</td>
<td>22.6739</td>
<td>29.68</td>
</tr>
<tr>
<td>4</td>
<td>89.107063</td>
<td>0.34277</td>
<td>10.9216</td>
<td>15.41</td>
</tr>
<tr>
<td>5</td>
<td>93.628073</td>
<td>0.27597</td>
<td>1.8796</td>
<td>3.76</td>
</tr>
<tr>
<td>6</td>
<td>94.567856</td>
<td>0.06492</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
**Table 4 - Johansen VECM models for Cointegration Tests**

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>Chi Square</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>LnFDI</td>
<td>(lnElectricity, lnGDP, ln_Infl, ln_REEXR, lnOpen)</td>
<td>16.8417**</td>
</tr>
<tr>
<td>lnElectricity</td>
<td>(LnFDI, lnGDP, ln_Infl, ln_REEXR, lnOpen)</td>
<td>16.68719**</td>
</tr>
<tr>
<td>lnGDP</td>
<td>(lnElectricity, LnFDI, ln_Infl, ln_REEXR, lnOpen)</td>
<td>37.37948***</td>
</tr>
<tr>
<td>ln_Infl</td>
<td>(lnElectricity, lnGDP, LnFDI, ln_REEXR, lnOpen)</td>
<td>14.17697</td>
</tr>
<tr>
<td>ln_REEXR</td>
<td>(lnElectricity, lnGDP, ln_Infl, LnFDI, lnOpen)</td>
<td>62.93604***</td>
</tr>
<tr>
<td>lnOpen</td>
<td>(lnElectricity, lnGDP, ln_Infl, ln_REEXR, LnFDI)</td>
<td>13.56206</td>
</tr>
</tbody>
</table>
Table 5 - Determinants of FDI inflows

<table>
<thead>
<tr>
<th></th>
<th>FMOLS</th>
<th>CCR</th>
<th>REMARKS</th>
</tr>
</thead>
<tbody>
<tr>
<td>ln_gdp</td>
<td>-0.431*</td>
<td>-0.408*</td>
<td>Negative and significant</td>
</tr>
<tr>
<td></td>
<td>(0.194)</td>
<td>(0.172)</td>
<td></td>
</tr>
<tr>
<td>ln_REEXR</td>
<td>-0.00749</td>
<td>0.0172</td>
<td>No relationship</td>
</tr>
<tr>
<td></td>
<td>(0.334)</td>
<td>(0.298)</td>
<td></td>
</tr>
<tr>
<td>ln_inflation</td>
<td>0.169</td>
<td>0.190</td>
<td>No relationship</td>
</tr>
<tr>
<td></td>
<td>(0.104)</td>
<td>(0.167)</td>
<td></td>
</tr>
<tr>
<td>ln_openness</td>
<td>-1.562***</td>
<td>-1.546***</td>
<td>Negative and significant</td>
</tr>
<tr>
<td></td>
<td>(0.231)</td>
<td>(0.261)</td>
<td></td>
</tr>
<tr>
<td>ln_electricity</td>
<td>1.380***</td>
<td>1.367***</td>
<td>Positive and significant</td>
</tr>
<tr>
<td></td>
<td>(0.232)</td>
<td>(0.254)</td>
<td></td>
</tr>
<tr>
<td>year</td>
<td>0.299***</td>
<td>0.299***</td>
<td>Positive and significant</td>
</tr>
<tr>
<td></td>
<td>(0.0158)</td>
<td>(0.0122)</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>-580.1***</td>
<td>-581.2***</td>
<td>Negative and significant</td>
</tr>
<tr>
<td></td>
<td>(32.94)</td>
<td>(24.82)</td>
<td></td>
</tr>
</tbody>
</table>

Observations 30 30

$R^2$ 0.907 0.874

Adjusted $R^2$ 0.883 0.842

Standard errors in parentheses
*p < 0.05, **p < 0.01, ***p < 0.001
<table>
<thead>
<tr>
<th>Excluded</th>
<th>Chi-square</th>
<th>df</th>
<th>Prob&gt;chi2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ln_FDI</td>
<td>Ln_Electricity</td>
<td>.30591</td>
<td>1</td>
</tr>
<tr>
<td>Ln_FDI</td>
<td>All</td>
<td>.30591</td>
<td>1</td>
</tr>
<tr>
<td>Ln_Electricity</td>
<td>Ln_FDI</td>
<td>8.7423</td>
<td>1</td>
</tr>
<tr>
<td>Ln_Electricity</td>
<td>All</td>
<td>8.7423</td>
<td>1</td>
</tr>
</tbody>
</table>
Table 7 - VAR Analysis

<table>
<thead>
<tr>
<th>lag</th>
<th>LL</th>
<th>LR</th>
<th>df</th>
<th>p</th>
<th>FPE</th>
<th>AIC</th>
<th>HQIC</th>
<th>SBIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-19.3796</td>
<td>.028076</td>
<td>2.09197</td>
<td>2.27127</td>
<td>2.65245</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-3.64708</td>
<td>31.465*</td>
<td>0.000</td>
<td>0.013043*</td>
<td>1.30981*</td>
<td>1.54887*</td>
<td>2.05711*</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>.251654</td>
<td>7.7975</td>
<td>0.099</td>
<td>0.013484</td>
<td>1.31656</td>
<td>1.61539</td>
<td>2.25069</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1.56543</td>
<td>2.6275</td>
<td>0.622</td>
<td>0.016814</td>
<td>1.49564</td>
<td>1.85424</td>
<td>2.6166</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3.21259</td>
<td>3.2943</td>
<td>0.510</td>
<td>0.020927</td>
<td>1.65249</td>
<td>2.07087</td>
<td>2.96028</td>
<td></td>
</tr>
<tr>
<td>Eigenvalue stability condition</td>
<td>Lagrange-multiplier test</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------------------------------</td>
<td>---------------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eigenvalue</td>
<td>Modulus</td>
<td>Lag</td>
<td>Chi2</td>
<td>df</td>
<td>Prob&gt; chi2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.7683365</td>
<td>.768336</td>
<td>1</td>
<td>3.0804</td>
<td>4</td>
<td>0.54446</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.2481047</td>
<td>.248105</td>
<td>2</td>
<td>1.0728</td>
<td>4</td>
<td>0.89856</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 8 - VAR Stability and Autocorrelation Tests
Figure 2 - Forecasts of FDI and Electricity Consumption
**Figure 3 - Impulse Response**

NB: Impulse response assuming that the VAR residuals are uncorrelated
Figure 4 - Plots Forecast Error Variance Decomposition