10

12
13

15
16

18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52

Word Cloud Meeting: A Visualization System for DHH People in Online
Meetings

RYO I1JIMA, University of Tsukuba, Japan

AKIHISA SHITARA, University of Tsukuba, Japan

SAYAN SARCAR, University of Tsukuba, Japan and Birmingham City University, UK
YOICHI OCHIAI, University of Tsukuba, Japan

everything

ob
T
Q)

J9y1ab0}

(2]

progress

uoss9| po

So you should form a band
with your school friends.
Because you need to stay
motivated to make your
dream come true.

uoneAnow

Fig. 1. Our system for visualizing conversations for DHH people in online meetings. The videos used in the experiment consist of
three participants and one caption.

It has become common for deaf and hard of hearing (DHH) people to participate in online meetings using real-time captions. In recent
years, the usability of a system that visualizes the ongoing topic in a conference has been confirmed, but it has not been verified in a
remote conference that includes DHH people. One possible reason is that visual dispersion occurs when there are multiple sources
of visual information. In this study, we introduce “Word Cloud Meeting,” a system that generates a separate word cloud for each
participant and displays it in the background of each participant’s video to visualize who is saying what. We conducted an experiment
with seven DHH participants and obtained positive qualitative feedback on the ease of recognizing topic changes. However, when the
topic changed in a sequence, it was found to be distracting. Overall, experimental results show that the proposed system is useful for

observing topic shifts. Additionally, we discuss the design implications for visualizing topics for DHH people in online meetings.
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1 INTRODUCTION AND RELATED WORK

The COVID-19 pandemic has forced us to hold meetings and classes online, and there is a growing need to consider
the accessibility of online meetings. Therefore, it has become common to accommodate deaf and hard of hearing
(DHH) participants using real-time transcription applications. However, in situations where DHH people receive visual
information other than captions, such as information from slides and teachers, they need to juggle between multiple
concurrent sources of information.

Visual dispersion is a challenge for DHH people [15]. To address this problem, a notification system for changes in
information sources [7], and a system that tracks the presenter and minimizes the visual distance between the caption
and the speaker [14] have been proposed. In terms of caption placement, several researchers have investigated caption
locations on the screen [13] or in the display area of a head-mounted display [11].

However, additional visual sources of information, if properly designed, can be beneficial to a user. Some researchers
have explored ways to visualize topic transitions during meetings to aid users’ awareness of the discussion [8]. Others
have visualized participant engagement [5] in online meetings. Starting from Vannevar Bush’s Memex [6], research on
such smart systems has a long history; however, investigations on the benefits of such systems to DHH people are few.

To investigate this issue, we introduce “Word Cloud Meeting,” a system that allows users to obtain an overview
of a conversation while maintaining a small visual dispersion. The system generates a separate word cloud for each
participant to visualize who is saying what. It then displays it in the background of each participant’s video in real
time. We implemented an initial prototype of Word Cloud Meeting and refined it based on the feedback from a pilot
study. Then, we conducted an experiment with seven DHH participants to determine how the frequency of topic shifts
affects the perception of Word Cloud Meeting. In this paper, we discuss the implications for the next design iteration

and design guidelines for future research based on our analysis of the semi-structured interviews.
2 PILOT STUDY

We co-designed the initial prototype with our co-author Shitara, who has profound hearing loss, and identified the
following requirements: Users can 1) understand the ongoing topics in a discussion at a glance, 2) understand who is
saying what, and 3) be aware of changes in information. Word cloud was adopted as a visualization method, as it was
reported that visualization makes it easier to keep track of topics in face-to-face meetings [8].

Prototype Design: We implemented a web-based application that takes speech as input to generate and update a word
cloud. This system first transcribes speech from a microphone into text, and then outputs text data containing nouns,
verbs, adjectives, and adverbs extracted by morphological analysis. We used the Web Speech API [4] for transcription
and kuromoji.js [3], an open-source JavaScript library, for morphological analysis. Next, the system generates a word
cloud from the text data and renders it using D3.js [2]. To determine the word layout, we used an existing implementation
by Jason [9]. When a certain period of silence is detected, the system considers it as the end of one sentence. Every
time someone speaks a sentence, the system performs the above process to update the word cloud.

Study Design: Two DHH participants (one female and one male, age 24 and 46) were included in this pilot study. The
study took one hour and consisted of a demographic questionnaire followed by a semi-structured interview. The purpose
of the semi-structured interview was to receive feedback on a possible direction for design and functionality, and to
determine parameters that remain unknown along with user behavior. We explored the number of words that would be
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perceived as confusing by asking the participant while changing the number of words displayed in the author’s video.

This pilot study and all other experiments reported in this paper were approved by the university ethics committee.
Feedback and System Improvement: Both participants thought that visualizing online meetings in real time would

reduce their workload because it is tiring to always follow only the captions. Based on this feedback, the following

modifications were made to the system:

o To illustrate a change in topic, new words are presented in a darker color, the words fade over time, and eventually
disappear if they are not spoken by the participant.
e Because the participants of the pilot study reported of possible confusions due to too many keywords, old words

were removed to avoid displaying more than 30 words simultaneously.

3 EXPERIMENT
3.1 Participants

We recruited seven DHH participants (four females and three males) through email and snowball sampling. Participants
were 24.5 years old on average (SD=7.42, range 21-25). They were paid ¥860 for the 60-minute study. We confirmed that

all participants had normal vision for daily activities and that they were able to watch videos during our study.
3.2 Procedure

The study was conducted remotely because of the COVID-19 pandemic and social distancing restrictions in Japan. The
study protocol began with a background questionnaire, followed by a two-part protocol.

Part 1: Video watching,. Prior to the experiment, we recorded an online meeting in which three people were talking
in three different scenarios with an average duration of 30 seconds using our system (Figure 1). During recording, a
virtual camera application (mmhmm [1]) superimposes a person on a word cloud generated by our system, which is
then streamed to an online meeting. The difference between the three scenarios is the frequency of the topic changes.
In Scenario 1, the participants stayed on a single topic, whereas in Scenario 2, the topic changed naturally. In Scenario
3, to examine a user’s reaction to a sequential change in the topic, the topic was changed with each speaker taking
their turn, resulting in a script with four topic changes. Because all the participants were in their 20s, the topics in each
scenario were designed to be familiar to young people (e.g., music, exercises). To simulate a situation of watching a
real-time transcript while having an online meeting, we designed a specific space on the screen to display the transcript.
The participants watched three videos in a random order. We assumed a situation in which four people, including
a participant, had an online meeting, and the participant was observing the conversation of the other three. After
watching each video, participants answered seven questions, including 5-point Likert scale questions used to collect
subjective responses about captions from DHH participants in a prior work [12] and NASA-TLX [10].

Part 2: Semi-structured interviews. We asked semi-structured questions about the experience of watching the

video and delved into the reasons for the answers given in Part 1.
3.3 Result

Figure 2 and Figure 3 show the participants’ responses to the 5-point Likert questions, and NASA-TLX, respectively.
The results were derived using the Kruskal-Wallis test, and we did not find any statistical differences between scenarios.
P1, P3, P4, P6 and P7 stated that they were able to read the shifts in topics from the word cloud. The results of the
semi-structured interviews were open-coded and organized into the following three main themes:

Customizability. P3 suggested the ability to mute words that were not important to him. P1 and P6 wanted to see

only nouns and verbs because they consciously followed nouns and verbs in their daily conversations, whereas P3
Manuscript submitted to ACM



157
158
159
160
161
162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200
201
202
203
204

206
207

208

4 lijima, et al.
Q1: It was easy to follow the content of the video. Q2: It was easy to read the captions.
M SD M sD
scenerlo 1 -] 228 116 scenerio 1 271 089
scenerio 2 - 243 105 scenerio 2 - 243 030
scenerio 8 271 069 scenerio 3 ] 271 o088
100% 75% o 25% o 25% s0% 5% 100% “100% 75% so% 25 on 25% 0% 7% 100
Q3: The in the were Q4: 1 understood all of the content of the video.
M sD M sD
scenerio 1 343 049 scenerio 1 - 214 064
scenerio 2 B 286 112 scenerio 2 N 257 090
scenerio 3 271 070 scenerio 3 - 285 099
“100% a5 o a5 o% 25 0% 5% 100% “100% 75 so% P o 250 so 5% 100
B strongly disagree (5) disagree (4) neural(3) M agree(?) M strongly agree (1) B strongly disagree (5) disagree (4) neural (3) M agree 2) M strongly agree (1)
Fig. 2. Distributions of participants’ responses on the usability of the visualizations.
Effort: How hard did you have to work
Mental Load: How mentally demanding was the task? Temporal Demand: How hurried or rushed was the task? to understand the keywords and captions in the video?
Scenario 1 —— === Scenario 1 [ ——— Scenario 1 ———
Scenario 2 Scenario 2 — T —i Scenario 2 (S
Scenario 3 L — Scenario 3 D — — Scenario 3 [ —
0 2 3 6 8 10 0 2 4 6 8 10 0 2 4 6 8 10

Fig. 3. Summary of participant’s rating on NASA-TLX.

wanted only nouns. Furthermore, P1, P3 and P6 wanted to change the color of the word cloud to make it easier for
them to see, and P2 and P6 wanted to switch the word cloud display on and off according to their needs.

Situation where the system is useful. P1, P3, P7 said that they would like to use our system in casual conversations
with multiple people. P2 and P6 said that the word cloud helps them to passively listen to conversations, as in our
experimental setup. P5 mentioned that he would like to use the proposed system in all kinds of situations, but if he had
to choose, he would use it in multi-person conversations because it makes it easier to see who said what. P1, P3, and P5
worry that the current system, which uses real-time speech recognition, may frequently make errors in conversations
with many technical terms, such as in a university class. In addition, slides are often shared on screen in class; thus, the
compatibility with these slides should also be considered.

Optimal Placement. It is recommended to not hide the visuals behind the participants’ faces, and that a word’s
position should be used to indicate how old or new the word is. Four participants were concerned about the word being
hidden behind a person, making it partially invisible. It was suggested that the person be placed on the left side of the
video and the word cloud on the right (P5, P7), or that the words be placed around the person (P3, P5). In addition, all
participants except P6 wanted the words to be aligned horizontally only. Many participants asked that the freshness of
the word be expressed by its layout, not by its color (P3, P5, P6, P7).

4 DISCUSSION AND CONCLUSION

Participants’ subjective responses show that our system is useful for observing shifts in topics. Meanwhile, no significant
difference was found between scenarios in all the questions. There was however a trend that frequent topic shifts make
the system distracting (Q3 in the Likert questions). Frequent switching of topics may cause confusion in the word cloud,
as words with small relevance get mixed. P6:“It was easier to grasp the topic when keywords that could be easily connected
to each other were presented, but it was confusing when unrelated keywords appeared simultaneously.”

The purpose of this study was to investigate how a user’s perception of the word cloud varies depending on how the
topic changes. Therefore, a comparative experiment with existing technologies is the subject for a future study.

It should also be noted that the current system design requires the cooperation of all participants. P3 said that if the
word cloud is distracting for participants who can hear, it would be difficult to ask for help. Therefore, further research
is needed to determine how word clouds affect people without hearing issues.
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