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ABSTRACT Optimum controller placement in the presence of several conflicting objectives has received
significant attention in the Software-Defined Wide Area Network (SD-WAN) deployment. Multi-objective
evolutionary algorithms, like Non-dominated Sorting Genetic Algorithm II (NSGA-II) and Multi-objective
Particle Swamp Optimization (MOPSO), have proved helpful in solving Controller Placement Problem
(CPP) in SD-WAN. However, these algorithms were associated with the challenge of scalability (when there
are more than three objectives) for optimization in the SD-WAN. Hence, this study proposed an adapted
NSGA-III (A-NSGA-III) to resolve the scalability challenges associated with NSGA-II and MOPSO
algorithms in the presence of more than three objectives. This study developed and introduced a repair-
based operator into the existing Mechanical Engineering based NSGA-III to propose the A-NSGA-III
for optimal controller placement in the SD-WAN. The proposed A-NSGA-III, the NSGA-II and MOPSO
algorithms were subjected to evaluation using datasets from Internet2 OS3E WAN topology with six
objective functions. The Hypervolume indicator, Percentage Coefficient of Variation (PCV), the percentage
difference and the Parallel Coordinate Plots (PCP) confirmed that the proposed A-NSGA-III exhibited high
convergence and diversification than the NSGA-II and MOPSO algorithms in the presence of scalability
challenge (when the number of objective function exceeded three). The result confirmed that the proposed
A-NSGA-III solved the scalability challenges associated with the optimal Controller Placement in the
SD-WAN. Hence, A-NSGA-III was recommended over NSGA-II and MOPSO algorithms, subject to the
confirmation usage conditions.

INDEX TERMS Controller placement, adapted NSGA-III, repair operator-based mechanism, Pareto-
frontier, SD-WAN.

I. INTRODUCTION

SOFTWARE-DEFINED Wide Area Network (SD-WAN)
architecture in recent years has become emerging tech-

nology that provides various benefits to the industry and
academia. In contrast to conventional network architec-
tures, which combine the data plane and the control plane
on the same plane, the SD-WAN architecture separates
the control plane, and the data plane [1]. The SD-WAN
enables centralised network management, which signifi-
cantly improves the way the network is managed [2].

Although, the SD-WAN architecture originally comes with
the controller being logically centralised within the topol-
ogy. However, several related literature studies suggested that
the controller should be logically centralised and physically
distributed to enhance various performance metrics. Such
metrics include deployment cost, load balancing, resilience,
scalability, switch-to-controller latency, and inter-controller
latency, among others [3].
The initial centralised controller (also known as Software

Defined Network) approach is less efficient in a large-scale
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network like SD-WAN [4]. When this controller is deployed
in such less efficient environment, the centralised controller
would be associated with scalability challenge (optimizing
more than three competing objectives simultaneously) and
low latency performance. However, the work of [5] had
suggested the deployment of multiple controllers in SD-
WAN for the correction of the aforementioned challenges.
The identification of the appropriate location for the con-
troller placement within the network topology among several
connected nodes to meet the network requirements has cre-
ated a controller placement challenge which is known as
Non-deterministic Polynomial hardness (NP-hard) [6].
Given the several objectives, the simultaneous

optimization of these objectives (called multi/many-
objectives optimization or scalability) has been considered
a challenge in SD-WAN. The Pareto-Optimal solutions [7]
had been implemented to place a trade-off for optimal
solutions within the SD-WAN. The Controller Placement
Problem (CPP), also known as NP-hard [8], considers n
switches (nodes) to position k number of controllers, such
that (k < n), to create the most optimum network in the
presence of several conflicting objectives [5].
Mathematical optimization techniques (such as mixed-

integer linear programming and dynamic programming) are
optimization techniques for solving controller placement in
SD-WAN. However, these techniques could quickly get stuck
in local optimal due to its lack of memory during the algo-
rithm operations. It may take tens of minutes or more which
is not an effective solution to manage a large-scale envi-
ronment with dynamically changing network conditions [7].
The evolutionary algorithm, for instance, Non-dominated
Sorting Genetic Algorithm II (NSGA-II) [9] and Swarm
Intelligence algorithms, such as Multi-Objective Particle
Swamp Optimization (MOPSO) [10] are examples of those
algorithms developed in the literature to optimize CPP. The
above two evolutionary techniques are problem-dependent
and utilise non-dominating sorting and crowding distance
techniques to ensure convergence to the true Pareto Front
and preserve diversity among the solutions. However, these
approaches are characterised by diversification challenges,
significantly when the objectives exceed three [9] and the
population is over a hundred ([11] and [12]). Similarly, all
solutions in these approaches would become non-dominated
as most or almost all solutions would domicile in the first
front. Consequent to the aforementioned drawbacks, an algo-
rithm that would ensure diverse solutions among the set of
solutions, should be considered [13]. Hence, there is a need
to explore an alternative and improved method for a vast
network environment where the condition of the network
(traffic pattern and bandwidth usage) changes dynamically.
This study has adapted an evolutionary algorithm called

Non-dominated Sorting Genetic Algorithm III (NSGA-III).
The NSGA-III algorithm was adopted from the Mechanical
Engineering discipline. In order to accomplish the aim of
this study, the NSGA-III was modified by introducing a
repair-based operator mechanism to effectively solve the

identified challenge of controller placement in an SD-WAN
environment.
The main contributions of this research are summarised

as follows.
• Limited to the literature, this research proposes the
maiden adaption of NSGA-III to solve the problem of
controller placement in a SD-WAN environment.

• The study shall develop a repair operator-based mecha-
nism to replace the continuous optimization character-
istics with discrete optimization characteristics in the
existing NSGA-III.

• The study incorporates the developed repair operator-
based mechanism onto the adapted NSGA-III for the
optimal placement of controllers in SD-WAN, which
ensures both convergence and well-diversified solutions
among the non-dominated solutions.

• The study adapts a many-objective evolutionary algo-
rithm that shows the trade-offs among the objective
functions.

The contents of this manuscript are organized as fol-
lows. Section II surveys the related works. Section III
explains the scenario of many-objective controller place-
ment. Section IV proposes an efficient adapted NSGA-III
that addresses the controller placement problem in SD-WAN.
Finally, the experimentation with analytical results and the
conclusion of this research are described in Sections V, VI,
and VII, respectively.

II. RELATED WORKS
The CPP in SD-WAN had been well explored in the litera-
ture. However, there are still many ongoing types of research
in this regard, especially when there is a need to simulta-
neously optimize several conflicting objectives to meet the
SD-WAN requirements. Like the Facility Location Problem
(FLP), the CPP is a Non-Deterministic Polynomial (NP-hard)
problem. Random placement of controllers in an accessible
location would give rise to the network overhead and reduce
the performance of SD-WAN based infrastructure [14].
The work of [15] considered SDN controller security,

although this is out of the scope of this work. However,
the security knowledge of controllers in SDN will enhance
the overall performance of controllers. The work of [16]
explored the reaction of the controller placement on aver-
age and the worst-case switch-to-controller latencies in
small-to-medium size networks and static environments. The
study formulated CPP as a minimum k-center problem and
minimum k-median problem to minimise the average and
worst-case node-to-controller latency. The number of con-
trollers is represented as k. Similarly, the k-center problem
is a facility location problem similar to the optimization
problem in operation research [14]. The exhaustive approach
considered in the study evaluated all possible combinations
of controller placement concerning node-to-controller latency
for the average and worst-case scenarios. Although, this
approach guarantees optimal solutions concerning latency.
However, a practical, computational and quick approach is
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required to manage large-scale and dynamic environments
such as SD-WAN.
The study of [17] improved on the developed solution

of [16] by presenting a Capacitated Controller Placement
Problem (CCPP). The study considered the load of the con-
trol plane as a second objective in addition to the propagation
latency that was considered by [16]. The authors established
that load is also a key component metric that needs proper
consideration as much as latency when finding the optimal
location of controllers. It was further shown that the propaga-
tion latency, as a metric, is not enough to evaluate controller
placement. Meanwhile, the study assumed that limited data
plane devices could only be assigned to a controller since
the capacity of each controller in the network is limited
by server capacity and bandwidths of the links. This study
ignored performance metrics such as cost, fault-tolerance,
and inter-controller latency, which are all critical in real
networks. Moreover, the dynamic programming proposed in
the approach is computationally expensive and only suitable
in small-medium-sized networks or at the design stage where
time is not a limiting criterion.
The study of [18] explored the optimal placement

of controllers in SD-WAN to enhance failure tolerance
and resiliency. The work simultaneously optimized several
performance metrics and concluded that a trade-off solution
existed between these metrics. It was concluded that a single
controller placement that satisfied several objectives, espe-
cially when these objectives are conflicting in nature, does
not exist. An exhaustive approach, although based on Pareto-
optimal controller placement, was proposed in the [18] to
evaluate possible controller placement. Although, the process
was confirmed to provide a true Pareto optimal solution,
it lacked a heuristics solution which was a severe draw-
back to the approach. Such defects include the inability
to provide well-diversified Pareto Front solutions when the
Pareto-optimal is non-convex. Similarly, the technique was
not efficient in an SD-WAN environment where network
conditions (like bandwidth usage and traffic pattern) change
dynamically.
The study of [19] investigated SD-WAN in an environ-

ment with dynamic network conditions. The study developed
a dynamic controller provisioning problem that is contrary
to the static environment examined by [16]. The location
of controllers in this approach varies over time due to the
network’s traffic flows. The study presented a strategy that
dynamically conforms to the number of controllers during
network operations. Consequently, each controller was asso-
ciated with a set of switches based on dynamic network
changes to ensure that communication budget and minimal
flow setup time were guaranteed. However, this developed
greedy knapsack and simulated annealing algorithm may get
stuck at the local optimal. Consequently, this may not pro-
duce a well-diversified solution set when the number of
conflicting objectives is more than three.
Unlike the mathematical approach, the evolutionary

algorithm can address multi/many-objective optimization

problems. This approach is capable of providing multiple
solutions in one simulation run [9]. The literature has
established the development of several multi-objective evolu-
tionary algorithms to address the CPP in SD-WAN. The work
of [10] defined a global latency CPP where latency between
controllers and load on the controller is being considered as
the performance metrics. The study also developed the multi-
objective particle swarm optimization algorithm. However,
the approach may only be efficient when the scalability is
not more than three objectives. Consequently to the violation
of this condition, this may lead to a less widely distributed
solution across the Pareto Front.
Similarly, the work of [20] developed a controller place-

ment algorithm to handle a three-objective placement strat-
egy. The objectives considered were minimising propagation
latency between nodes and the associated controllers, load
imbalance, and minimising inter-controllers latency. The
NSGA-II was presented to solve the CPP. However, the
system may not preserve diverse Pareto Front solutions when
the objectives exceed three [9] and the size of the population
is more than a hundred [11]. This was due to the crowded
distance approach utilised in the algorithm since most solu-
tions would become non-dominated and all domicile on the
first front.
The literature had proposed a multi-Objective

evolutionary-based algorithm to decide where to place
the controller in the company of several or multiple
conflicting objectives. Evolutionary algorithms such as
NSGA-II and MOPSO are examples of those algorithms
developed in the literature to optimize CPP in several con-
flicting objectives. However, multi-objective evolutionary
algorithms that utilise non-dominated sorting and crowding
distance for exploitation and exploration are associated with
the drawback of not preserving diversity across the Pareto
Front solutions and inefficient performance-wise as most
solutions domiciles in the first front.
To solve the scalability challenge (the inability to opti-

mise when the number of objective function is more than
three) and improve the exploration and exploitation of the
candidate solution, this study has presented an A-NSGA-III
with a repair operator strategy for solving CPP in SD-WAN.
This proposed approach gives improved solutions improve-
ment over the existing NSGA-II and MOPSO frameworks
in scalability, convergence, and diversification. The exper-
imentation results conducted, in this study, confirmed the
flexibility and efficiency of the proposed algorithm.

III. PROBLEM DEFINITION
The CPP in SD-WAN was investigated in this study. This
solution proposed optimal placement of controllers regard-
ing the access network topology such that several network
requirements are satisfied simultaneously. While latency
between the switch and its connecting controllers forms
the most critical CPP situation, other conflicting objectives
need to be considered. These objectives include resilience,
controller load balancing, and inter-controller latency.
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This study proposed a controller placement algorithm as an
unconstrained many-objective CPP. The objective functions
of this study are introduced in equations (1) through (5).
The SD-WAN is constructed as an undirected graph G =
(V,E), where V denotes the set of nodes, and E denotes
the connections between the nodes. Meanwhile, a distance
matrix D with the shortest path latency between each pair
of nodes information is also needed to calculate placement.
The latency between node i and node j is denoted as dij.
Note that this study had divided the latency in D by the
respective graph diameter for the basis of normalization.
Given the desired number of controllers, the search space
is constrained to a set of

(n
k

)
placements to get the desired

result.
This study refers to placement as k-element, such that

k is a subset of V . The search space for the CPP is the
k-subset of V , which is a space of all possible solutions. For
illustrative instance, given a network topology with 38 nodes
and a predefined number of controllers such that k = 5, then
the set X = {4, 14, 17, 28, 33} denotes controller positions
(|P| = 5). The five controllers, on the assumption, should be
placed in nodes 4, 14, 17, 28 and 33. Note that swapping the
members’ locations in each subset would not give any new
combination. Hence, with this instance, the total number of
feasible placements in this network is

(38
5

)
. It is assumed

that a set of objectives {j1, j2, . . . , jm} is known and is to be
minimised. X is Pareto optimal if no alternate placement Y
exists in the search place. That is, ∀i ji(Y) ≤ ji(X) and ji(Y)

< ji(X) no less than one index i. The reason for addressing
the CPP is to locate the Pareto optimal set of the entire
search space and the set of objective values of all Pareto
optimal placements, which form a set of solutions known as
the Pareto Frontier.

A. OBJECTIVE FUNCTIONS
This subsection included an overview of the reviewed objec-
tives. The reader is referred to [20] for additional information
on the reviewed objectives. Various conflicting objectives
should be considered in evaluating controller placement,
given a placement P of controllers. The first two performance
metrics give information about the maximum and average
switch-to-controller latency. This refers to the connection
between the switch and its controller. For each candidate
placement P ∈ 2V and the predefined distance matrix D,
equations (1) and (2) account for the maximum and average
switch-to-controller latency, respectively.

πLat−max−S2C(P) = max
v∈V min

p∈P dv,p, (1)

πLat−avg−S2C(P) = 1

|V|
∑

v∈V
min
p∈P dv,p. (2)

In a large size-networks where multiple controllers are
deployed, these controllers need to communicate and share
information. Consequently, inter-controller latency should be
considered to evaluate controller placement, which should
also be minimised. Similar to equations (1) and (2), which

consider both maximum and average form of latency, equa-
tions (3) and (4) do the same but compute the inter-controller
latency. This objective has a substantial impact on the
coordination of controllers and should be examined in the
CPP.

πLat−max−S2C(P) = max
p1,p2∈P

dp1,p2 , (3)

πLat−avg−S2C(P) = 1
(|P|

2

)
∑

p1,p2∈P
dp1,p2 . (4)

While the latency-based objectives aim for minimum com-
munication paths in the network, controller load balance
should also be considered when network operation relia-
bility is sought. Since the rest of the objective functions
are minimized, an imbalance metric is presented here in
place of a balancing metric for compliance purposes and
also to balance the load distribution between controllers [20].
Therefore, for each placement P and controller p, the total
number of devices allocated to p when each device connects
to its closest controller is referred to as np. The imbalance
metric denotes the dissimilarity between np for two con-
trollers with the lowest and highest allocated nodes and is
depicted in equation (5) [20].

π imbalance(P) = max
p∈P np − min

p∈P np. (5)

This study also considered resilience concerning controller
failure as an objective function during the optimal place-
ment of controllers. Assuming that C = 2P\{∅} represents
all possible placements left from the outages of up to (k – 1)
controllers, then the average switch to controller latency
for any failure scenario is represented mathematically in
equation (6).

πLat−avg−S2C(P) = 1

|C|
∑

P∈C

(
1

|V|
∑

v∈V

(
min
p∈P dv,p

))

. (6)

IV. PROPOSED ADAPTED NSGA-III (A-NSGA-III) FOR
SD-WAN CONTROLLER PLACEMENT
The proposed adapted Non-dominated Sorting Genetic
Algorithm III (hereafter referred to as A-NSGA-III)
with a repair-based operator is presented in this sec-
tion. The NSGA-III [9] was first developed in the
Mechanical Engineering to address more than three-objective
optimization problems. The existing NSGA-III could not be
applied directly to solve the CPP in SD-WAN because it is
limited to continuous optimization problems while the CPP is
a discrete optimization problem. Consequently to this lim-
itation, the existing NSGA-III, in application to CPP, did
not produce a feasible search space and unique solutions
without duplicates. The framework of NSGA-II was used in
NSGA-III but with the reference point-based approach and
other mechanisms (such as reference points, normalization,
association, and niching techniques) to improve convergence
and diversity preservation.
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The reviewed NSGA-II and MOPSO algorithms that
employs Pareto dominance techniques in ranking solu-
tions [9] and crowding distance operators for preserving
diversity [21] would not be efficient when they are applied
to address scalability challenge (more than three objectives).
Even in the early generation, most of the solutions would
become non-dominated and lie in the first level layer (first
Front), resulting in difficulty to sustain an adequate selec-
tion pressure of elite solutions towards optimal solutions.
However, [9] and [22] confirmed that the presence of a
guidance mechanism such as a clustering operator with a
well-distributed reference point in NSGA-III helps to main-
tain diversity among solutions. Similarly, [23], and [24]
confirmed that the self-adaptive update of the reference point
set determined from the association state of each reference
point over several evaluations makes the algorithm a more
computationally fast approach. Consequently, the reference
points, association, and niching techniques introduced in the
NSGA-III procedure are expected to justify the significant
diversification and convergence improvement of A-NSGA-III
over NSGA-II.
Literature has established that when the number of objec-

tives exceeds three (scalability challenge) [9], and the size
of the population is more than a hundred [11], the NSGA-II
and MOPSO do not preserve diversity across the Pareto
Optimal set. Consequent to these algorithm’s drawbacks,
there is evidence to develop an algorithm to select diverse
solutions sequel to these characteristics. Hence, this justi-
fies the maiden introduction of the adapted A-NSGA-III in
SD-WAN.

A. THE DESCRIPTION OF THE PROPOSED A-NSGA-III
The proposed A-NSGA-III is presented in Algorithm 1 while
the discussion follows in this subsection. The A-NSGA-III
algorithm is supplied with a structured reference point H
and the parent population as Pt. The reference point can
either be computed using [25] systematic approach where
H = (M+p−1

p

)
or be supplied by the client. The H defined

the reference points number, the P(t+1) is the next-generation
population (output). The reference points are set in advance
and created on a unit hyper-plane to ensure they are uni-
formly distributed across the entire normalized hyper-plane
(see Figure 1). Because the reference points obtained above
are widely distributed across the normalized hyper-plane, the
derived solutions will also be widely distributed towards the
Pareto optimum front. This is a requirement that is based
on the diversity which is defined concerning the reference
points or reference lines [9].
Line 3 of Algorithm 1, Xt (the population set) saves solu-

tion in the Front set {FR1,FR2, . . . ,FRM} and i is the
generation counter which is set to 1. Line 4, the simu-
lated binary crossover and polynomial mutation is applied
to the parent population (Pt) to get the offspring population.
In line 5, a repair-based operator is applied on the newly
formed population set Ct to remove infeasible offspring’s
solutions. In line 6, the parent population and offspring

Algorithm 1 Proposed Adapted NSGA-III for SD-WAN
Controller Placement Problem
1: Input: H uniformly distributed reference
points, Ys or provide aspiration points Ya parent population Pt

2: Output: Pt+1
3: Xt = ∅, i = 1
4: Ct = Recombination+Mutation
5: Apply repair operator mechanism on Ct
6: Wt = Pt ∪ Ct
7:

(
FR1,FR2, ...

) = Nondominated − sort
(
Wt

)

8: repeat
9: Xt = Xt ∪ FRi and i = i+ 1

10: until |Xt| ≥ N
11: Last front to be included:FRl = FRi
12: if |St| = N then
13: Pt+1 = Xt, break
14: else
15: Pt+1 = ⋃l−1

j=1 Fj
16: Points to be chosen from FRl:K = N − |Pt+1|
17: Perform objectives Normalization and create

reference set Ys:Normalize (f n,Xt, Yr, Ys,Ya)
18: Associate each member x of Xt with a ref point:

[π(s), d(s)] = Associate (Xt, Yr, ) π(s):closest ref point
d:distance between s and π(s)

19: Calculate niche count of reference point j ∈ Yr: ρj =∑

X∈Xt/FRt
((π(s) = j) ?1:0)

20: Select K members one at a time from FRl to
construct Pt+1:Niching(K, ρj, d, Y

r,Fl,Pt+1)
21: Output Corresponding Placements
22: end if

FIGURE 1. Reference point on a Unit hyperplane [9].

are combined and saved in Wt. The non-dominated sort-
ing was carried out on Wt and the solutions were arranged
in {FR1,FR2, . . . ,FRM} in line 7. The readers are referred
to [9] for more information on the NSGA-III and its mech-
anisms. In line 8, the process of non-dominating sorting is
repeated. In contrast, in lines 9 and 10, the solution from
the front is included in the population set until the popula-
tion set is greater than population size N. Line 11 describes
the characteristics of the last front to be added before the
condition in line 10 could be satisfied. In lines 12 and 13,
if the last front is added and the size of Xt = N, then the
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algorithm breaks, and the counter increases with 1. In lines
14 and 15, the fronts are added to the next generation P(t+1)

except the last front. Line 16 describes the points chosen
from the last front, while line 17 normalizes all objectives
and creates a reference set Ys. In line 18, each solution x, that
belongs to Xt, is associated with a reference point. A similar
concept of clustering is used here only concerning reference
points. Note that all solutions {FR1,FR2, . . . ,FRM} in Xt are
related. In line 19, the niche count, which defines the number
of solutions associated with the reference line, is computed.
Finally, in line 20, K solutions are chosen from the last front
one at a time. This implies that the solution would be copied
one after the other with the help of niching techniques. This
study further presents the explanation on the repair-based
operator, normalization, association, and niching algorithms
in the A-NSGA-III in Sections IV-B, IV-C, IV-D, and IV-E,
respectively.

B. DESCRIPTION FOR THE REPAIR-BASED OPERATOR
ALGORITHM IN THE A-NSGA-III
The repair-based operator mechanism is mostly problem-
dependent. This study developed the repair-based operator
algorithm and embedded it into the existing NSGA-III. The
function of the repair-based operator algorithm is to ensure
that the algorithm only searches within the feasible space and
to guide the A-NSGA-III to produce unique solutions with
no duplicates. The description of the repair-based operator
algorithm presented Algorithm 2.
Considering Algorithm 2, lines 1 and 2 take the input and

output of the algorithm, respectively. The controller position
values (VA) are taken as the input, while the solution with
unique value return is taken as the algorithm output VA.
Line 3 of the algorithm iterates through the VA by checking
the numbers of rows (i) in VA. The VA is the initial controller
position set to the length of the entire dataset (20). Line 3,
the algorithm iterates through VA by checking the number of
columns (j) in a row in line 5. Similarly, line 4 initialises an
empty list called K while line in line 6, the algorithm rounds-
down values in VA to zero and converts them to an integer.
Similarly, in line 7, the repair-based operator checks if K in
line 4 does not have the value in line 3. Furthermore, in line
8, the algorithm assigns K to be the VA if the condition in
line 7 is true, else 0 is assigned to f (line 9) if the value exists
inside K. For a value within the current value of VA[i, j],
the algorithm checks the first number that is not in K and
assigns it to q in line 10 since the value in VA[i, j] exists
in K up till 20. In lines 14 and 15, the algorithm checks
if q is not in K. If this condition is valid, the first value
that is not found in K is assigned. Consequently, line 16
assigns the value of q to K. Similarly, line 17 assigns 1
to f if value is found for K. The algorithm conditionally
breaks in line 18 or 20 subject to the value of f in line 19.
The reverse operation is performed from line 23 to line 27.
Line 24 checks if q is not in K, then the first value found
that is not in K is assigned to q in lines 25 and 26. Finally,
in the same reverse order, set f as one if a value is found

Algorithm 2 Repair-based Operator Algorithm
1: Input: VA: Controller position values
2: Output: VA: Unique solutions with no duplicate
3: for i in range (len (VA[i])) : check number of rows in VA do
4: Initialize an empty list K : an empty list
5: for j in range (len (VA[i])) : check the number of column
in a row do

6: VA [i] [j] = int (round (VA [i] [j])) : round values inside
VA to zero and convert to integer

7: check if K does not have the value in VA [i] [j]
8: Assign K = VA when the condition is true
9: f = 0 : set f = 0

10: for (q in range (VA [i] [j] 20)): let q be the value
between VA[i][j] up till 20 do

11: end for
12: end for
13: end for
14: if q not in K : check if the value is not found in k (the first one

then
15: VA [i] [j] = q:Assign the first value found that is not in K
16: Assign the value of q to K
17: f = 1 : set f = 1, if value is found for K already
18: break
19: if f == 0 then
20: break
21: end if
22: end if
23: for (q in reversed (range (0,VA [i] [j])): let q be the value

between 0 up till VA[i][j]/ do
24: if q not in K : if the value is not found in k (the first one

then
25: VA [i] [j] = q : Assign the first value found that is not K
26: Assign the value of q to K
27: f = 1 : setf = 1, if value is found for K already
28: break
29: end if
30: end for

for K already (line 27). However, if this condition is true,
the algorithm breaks in line 28 and ends.

C. DESCRIPTION FOR THE NORMALIZATION
ALGORITHM IN THE PROPOSED A-NSGA-III
This section describes the normalization process of the refer-
ence points and the entire population set independent of the
ranks and the corresponding algorithm in the A-NSGA-III.
The normalization algorithm is presented in Algorithm 3.
This algorithm normalizes all objectives between 0 and 1.
This is necessary since the reference points are generated
from the first quadrant on a unit hyper-plane. The algorithm
also ensures that there are standard scales among the objec-
tive vectors. The algorithm normalizes both the population
set and the structure reference point. The normalization algo-
rithm is presented in Algorithm 3 while Figure 2 illustrates
the normalization in the A-NSGA-III as described by [9].
The following paragraph briefly describes Algorithm 3.
In Algorithm 3 lines 3 through 6 compute the ideal point,

which describes the minimum of each objective function vec-
tor computed for every objective. Line 4, the objective in line
3, is translated by subtracting the minimum value zmini=j from
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Algorithm 3 Normalize (f n,Xt,Yr,Ys/Ya) procedure
1: Input:Xt, Ys (structured points) orYa (supplied points)
2: Output: f n,Yr(reference points on normalized hyper−plane)
3: for j = 1 to M do
4: Compute ideal point : zmini=j = min

X∈Xt
fj(s)

5: Translate objectives f ′j (s) = fj(s) − zminj ∀s ∈ Xt
6: Determine extreme points (zj

max
j = 1, ...,M)ofXt

7: end for
8: Compute intercepts aj for j = 1, ...,M

9: Normalize objectives (f n) using f ′i (x) = fi(x)−zmini
ai

10: if Ya is given then
11: Map each Ya point on normalized hyper − plane

f ′i (x) and store the points in the set Yr
12: else
13: Yr = Ys

14: end if

FIGURE 2. Graphical representation of the Normalization algorithm.

each objective. This converts all objectives into positive char-
acteristics by translating the objectives into the first quadrant.
This translation is necessary because the reference plane is
drawn from the first quadrant, and diversity is maintained
using the reference point. In lines 6 through 8, the extreme
points are computed because the extreme solutions are not
intercepting the {f1, f2, f3} axis. These interceptions are com-
puted by extending the plane and giving the intersection
point on objectives (1), (2), and (3). The objective function
is normalized by dividing the translated objective fi(x) by
the intercept in line 9. Finally, lines 10 through 14 ensure
that the reference points and the population size lie on the
same plane.

D. DESCRIPTION FOR THE ASSOCIATION ALGORITHM
IN THE PROPOSED A-NSGA-III
Algorithm 4 explains the association between each solution
and the corresponding closest reference line. The perpendic-
ular distance between the points and the line is calculated.
This association is independent of solution rank.
The reference points and corresponding front solutions

are the inputs, while the outputs are the reference lines with
related minimum solutions and minimum distance. In lines
3 and 4, the corresponding reference line is computed for
every available reference point. In lines, 6 through 8, the

Algorithm 4 Association (Xt,Yr) procedure
1: Input: Yr,Xt
2: Output: π(x ∈ Xt), d(x ∈ Xt)
3: for each reference point y ∈ Yr do
4: Calculate reference line w = y
5: end for
6: for each x ∈ Xt do
7: for each w ∈ Yr do
8: Evaluate d⊥(x,w) = ||(x− wTxw/||w||2)||
9: end for

10: Set π(s) = w : argmaxw∈Zr d⊥(x, w)

11: Set d(x) = d⊥(x, π(x))
12: end for

Algorithm 5 Niching (K, ρch, π, d,Yr,FRl,Pt+1)

1: Input:K, ρch, π(x ∈ Xt), d(x ∈ Xt), Yr,FRl
2: Output: Pt+1
3: k = 1
4: while k ≤ K do
5: CHmin = ch : argminch∈Yrρch
6: CH′ = random(CHmin)
7: ICH′ = x:π(x) = CH′, x ∈ FRl
8: if ICH′ 
= ∅ then
9: if ρch′ = 0 then

10: Pt+1 = Pt+1
⋃

(
x: argminX∈ICH’ d(x)

)

11: else
12: Pt+1 = Pt+1

⋃
random(ICH′)

13: end if
14: ρch′ = ρch′ + 1,FRl = FRl/s
15: k = k + 1
16: else
17: Yr = Yr/j′
18: end if
19: end while

perpendicular distance between the point and the line is
calculated for every solution in Xt and every reference line.
Furthermore, the reference line showing the minimum value
of the solution is computed. Finally, in lines 10 and 11, the
reference line to which solution is the closest and its distance
is stored as π(s) and d(x).

E. DESCRIPTION FOR THE NICHING TECHNIQUE IN THE
A-NSGA-III
This subsection explains the niching technique used in the
A-NSGA-III in this study. The corresponding algorithm is
presented in Algorithm 5. The Niching technique selects the
solutions from the last front associated with the reference
line.
Three niching cases could arise from the last fronts solu-

tions [9]. The Case 1 explains when there exists one solution
that is linked with the reference line, the Case 2 explains
when there exists no solution that is associated with the ref-
erence line and the Case 3 explains when there is more
than one solution that is linked with the reference line.
Considering Algorithm 5, lines 3 and 4 reveal the solu-
tion from the last front that is copied one by one until the
population is complete. The reference line with a minimum
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value of niche count is identified, and one reference line is
chosen at random in lines 5 and 6. Line 7 runs a check to
determine the solution in the last front linked with the cho-
sen reference line in line 6. Line 15 conditionally removes
the reference line if there is no solution related to the last
front. Hence, lines 8 through 19 affirm if the solution from
the last front (connected with the reference line) is empty.
Meanwhile, if there is a solution from the last front that is
linked with the reference line (that is, there is/are the solu-
tion(s)), then the algorithm checks if the niche count of the
reference line is not zero (0) in line 9. If this condition is
true, the algorithm goes to line 12, to select any random
solution from the last front and include it in the next gener-
ation. In line 14, the reference line’s niche count increases
with one (1) and removes the previously selected solution
from the last front. Hence, the counter increases with one
in line 15 to conduct the next niching exercise.
However, when multiple solutions from the last front are

linked with the reference line and the niche count is zero,
the solution closest to the reference line (line 10) would
be selected to ensure diversity. Contrarily, when multiple
solutions from the last front are linked with the reference
line and the niche count is not zero. Any random solution
could be selected from the target reference line (line 12).
This implies that one solution from front 1 or front 2 is
already linked with the reference line, and the diversity is
already preserved. It is important to note that any randomly
selected solution with high proximity from the reference line
would not increase the search performance.

F. PERCENTAGE COEFFICIENT OF VARIATION (PCV)
This study uses the Percentage Coefficient of Variation
(PCV) as the statistical tool to measure the diversification of
the solutions across the Pareto Front concerning the average
of the objective function independent of the unit of measure-
ment [26], [27]. The [28] applied the PCV tool to dominance
and diversity analysis, while [29] applied PCV to the com-
parison of software. Following the work of [29], the PCV is
defined as the ratio of the Standard Deviation to the Average
of the Objective Function. The Standard Deviation and
the Average of the Objective Function are computed from
the Distributed Evolutionary Algorithms in Python (DEAP)
library. The DEAP library is used in this research to com-
pile statistics on what is going on in the optimization [30].
The diversification characteristics are directly proportional
to the PCV. This implies that the higher the PCV, the better
the diversification characteristics [31]. This conclusion will
be used to interpret the diversity value obtained in this study.

G. PERCENTAGE DIFFERENCE (% DIFF.)
This is a statistical tool that is used to express the differ-
ence (in percentage and as a fraction of the whole) between
the characteristics of two items simultaneously. The per-
centage difference is used in this study to express the
difference between the diversity of the A-NSGA-III and
each of NSGA-II and MOPSO algorithms.The [32] expressed

Percentage Difference (% Diff.) as

% Diff . = Difference between two items

mean of the two items
∗ 100. (7)

H. PARALLEL COORDINATE PLOT (PCP)
The scatter plot in 2-Dimensional (2-D) or 3-Dimensional
(3-D) has been the primary tool to observe solution vec-
tors in the evolutionary algorithm. It helps to understand the
shape, quality, and distribution of a non-domination set of
solutions and the relationship that connects various objec-
tives. However, the 2-D and 3-D plots may be associated
with difficulty understanding when the number of objec-
tives is more than three. A better alternative to studying
the solution sets in this condition is to employ a Parallel
Coordinate Plot (PCP). This plot displays multi-dimensional
data in a 2-D graph with each aspect of the primary data
converted onto a vertical axis. A parallel coordinate plot
is a visualisation tool that has received modest attention in
the evolutionary many-objective optimization method [33].
Sequel to this advancement, this study employed PCP to
visualise and analyse the quality of the solution set obtained
by the A-NSGA-III and the other two compared algorithms.
Parallel coordinates plot helps in understanding high-

dimensional datasets in a simpler and better way. The PCP is
utilised in order to understand the six objectives’ behaviour.
The parallel coordinate plot is easy to build, and it is known
to scale well with the dimensionality of the dataset. Literature
has established that, most often, the quality of non-dominated
set solutions in both multi/many-objective evolutionary algo-
rithms are reviewed through four measures, namely coverage,
convergence, divergence, and uniformity. The focus of this
study is both convergence and diversity. The convergence
of a solution measures how solutions approach each other,
meaning how close the solutions are to the true Pareto front.
Meanwhile, divergence refers to the separation of one solu-
tion from one another. This means that the solutions are
separated from each other. The primary goal of any evo-
lutionary algorithm is to have a convergence solution and
ensure diversity is preserved among the solutions.

I. HYPERVOLUME PERFORMANCE INDICATOR
Hypervolume performance indicators has gained massive
attention in the literature [34]. This performance metric com-
putes the volume of objective space dominated by the Pareto
set solution. The convergence and diversity measures can
be captured in a single scalar produced by a hypervolume
performance metric [35]. The hypervolume indicator used the
reference point to select the optimum solution. This char-
acteristic made the hypervolume indicator preferable over
other indicators that require the availability of the true Pareto
Front, which is unknown in the SD-WAN controller place-
ment. Sequel to the advantages above, this study employed a
hypervolume indicator as a performance metric to assess the
quality of the adapted NSGA-III compared with the two other
algorithms. The Hypervolume indicator ranged between the
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scale of zero (0) and one (1) inclusively. The closer the
hypervolume indicator to one, the higher the quality of the
algorithm performance [35]. Contrarily, the closer the hyper-
volume indicator to zero, the lower the performance quality.
This study used hypervolume performance indicators to mea-
sure the quality of the adapted NSGA-III algorithm compared
to the two most well known, similar SD-WAN controller
placement Algorithms, NSGA-II and MOPSO. The NSGA-II
and MOPSO algorithms were used because of their similarity
with the adapted NSGA-III. These algorithms were assessed
based on convergence and diversification criteria. The result
and the associated discussion of the experiment are presented
below.

V. EXPERIMENTATION
This experimentation was executed with a Personal Machine
characterised with Intel Core i7-6820HQ CPU @2.70GHz of
1600MHz DDR3 memory, 64GB and a Microsoft Windows
10 Professional Edition specification. Python programming
language was used for the experiment. A Jupyter notebook
version 6.3.0. was used to compile the code. The code can
be assessed as free and open-source code on the GitHub
code repository with the link https://git.io/JMZNB.
The Multi-objective optimization library in python (pymoo

version 0.5.0.) was used in the computation of convergence
using Hypervolume performance indicator [36]. This sec-
tion presents a case study to demonstrate the A-NSGA-III.
The main purpose of this study is to find a suitable place-
ment of controllers of size k = 5 for Internet2 OS3E
topology [37] such that several conflicting objectives are
simultaneously optimized. These six study objectives are
average switch-to-controller latency, maximum switch-to-
controller latency, average inter-controller latency, maximum
inter-controller latency, load balancing, and resilience. This
topology (BtEurope) [37] included 21 nodes. The following
variables were the parameters set for the A-NSGA-III. The
population size was 495, the number of objectives was 6, the
number of dimensions was 5, the number of division (P) was
8, the reference point H was 495, the crossover probability
was 1.0, and the mutation probability was 1.0 divided by the
number of dimensions. According to the dataset, the lower
and upper bound limits were set to zero (0) and twenty (20).

Following the founding work of [38] and the works
of [39], this study started the generation number of the
experiment at 100 and was systematically increased. It was
observed that the experiment used 75% of the hardware com-
putational resources, and there was no new optimal solution
observed at the 500 generation number. For this study, the
evaluation network scenario was extracted from the Internet2
OS3E topology in the work of [37].

VI. RESULTS AND DISCUSSION
This section presents the summarised outcome of the
experimentation. The analyses results for A-NSGA-III are
compared with NSGA-II and MOPSO algorithm results.
The experiment results are shown in Figures 3 through 19.

FIGURE 3. Hypervolume Indicator for the three Algorithms.

FIGURE 4. Convergence Graph of the three Algorithms.

This study aims to find the optimum position to place
the controller in SD-WAN in the presence of several con-
flicting objectives to satisfy various network requirements.
The experiment exploited six (6) characteristics of the
controller placement problem in SD-WAN to realize the
convergence and diversification results using Hypervolume
performance indicator. These characteristics were average
switch-to-controller latency, maximum switch-to-controller
latency, average inter-controller latency, maximum inter-
controller latency, load balancing, and resilience. This study
makes use of a performance metric tool known as the
Hypervolume indicator to assess the quality of the proposed
A-NSGA-III, NSGA-II, and MOPSO algorithms. The results
of the experimentation are interpreted and discussed in the
subsequent subsections.

A. HYPERVOLUME ANALYSIS RESULTS
Figure 3 shows the merged graph of Figures 5 through 7
for the holistic comparison of the hypervolume indicators.
Figure 4 shows the convergence graph of the three algo-
rithms. Figures 5 through 7 show the descriptive chart of
the hypervolume indicator for the A-NSGA-III, NSGA-II,
and MOPSO algorithms, respectively. The graph shows
that the A-NSGA-III had the highest (most closer to 1
among the three algorithms) traceable hypervolume indicator
value of 0.94876. The NSGA-II had the traceable hyper-
volume indicator of 0.94314, while the MOPSO algorithm
had the lowest (least closer to 1 among the three indi-
cators) traceable hypervolume indicator value of 0.91168.
The hypervolume improvement of NSGA-III (0.9488) over
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FIGURE 5. Hypervolume Indicator for the A-NSGA-III Algorithms.

NSGA-II (0.9431) and MOPSO (0.9117) is considered to be
significant because it lies between 0 and 1. This follows the
fundamental principle established by [40] and implemented
by [35] and [41], [42]. The same interpretation for Figure 3
is applicable for Figures 5 through 7. Similarly, for the con-
vergence, the A-NSGA-III had the highest (most closer to 1
among the three algorithms) traceable hypervolume indicator
value of 0.94876. The NSGA-II had the traceable hypervol-
ume indicator of 0.93646, while the MOPSO algorithm had
the lowest (least closer to 1 among the three indicators) trace-
able hypervolume indicator value of 0.89348. Meanwhile, the
number of generations (500) in the convergence algorithm
was multiplied by 100 due to the internal library compu-
tations. These results imply that the A-NSGA-III has the
highest convergence and diversity while the MOPSO algo-
rithm has the least convergence and diversity. Hence, only
the A-NSGA-III shows the highest convergence and diversity
characteristics among the three algorithms.

B. CONVERGENCE ANALYSIS RESULTS
Figure 4 shows the convergence graph of the three algo-
rithms. Sequel to the work of [38], the point when no
new optimal solution is observed determines the point of
convergence for the algorithm. In this experiment, the gen-
eration number was initially set to 100 and systematically
increased until the 500 generation number was reached, and
no new optimal solution was found. This implies that the
algorithm converges at 500 generations. To assess further the
quality of this convergence, this study employs the use of
the Hypervolume performance metric to reveal further the
quality of this convergence which is exhibited in Figure 4.
The A-NSGA-III had the highest (most closer to 1 among
the three algorithms) traceable hypervolume indicator value
of 0.94876. The NSGA-II had the traceable hypervolume
indicator of 0.93646, while the MOPSO algorithm had the
lowest (least closer to 1 among the three indicators) trace-
able hypervolume indicator value of 0.89348. Meanwhile,
the number of generations (500) in the convergence algo-
rithm was multiplied by 100 due to the internal library
computations. These results imply that the A-NSGA-III has
the highest convergence while the MOPSO algorithm has
the least convergence. Hence, only the adapted NSGA-III

TABLE 1. Diversity measurement using standard deviation and coefficient of
variation.

shows the highest convergence characteristics among the
three algorithms.
Furthermore, Table 1 shows the inferential statis-

tics of the standard deviation and the PCV associated
with the six objectives for the three algorithms under
consideration.

C. PERCENTAGE OF COEFFICIENT ANALYSIS RESULTS
The PCV [28] was observed to significantly reveal the
internal variability than the standard deviation tool does.
Hence, the PCV results were used to provide additional
interpretation about the diversification characteristics of
the six objectives in each of the three considered algorithms.
The diversification characteristics are directly proportional to
the PCV. This implies that the higher the PCV, the better the
diversification characteristics [31]. Table 1 reveals that the
adapted NSGA-III has the highest PCV over the NSGA-II
for the six objectives. Similarly, the adapted NSGA-III has
the highest PCV over the MOPSO algorithm for five objec-
tives except for objective 2. This implies that the adapted
NSGA-III has the most increased overall diversification over
NSGA-II and MOPSO algorithms.
Table 1 reveals that the A-NSGA-III has the corresponding

highest PCV of (36.867, 18.9024, 23.644, 38.3098, 24.8801,
24.8808) over the NSGA-II PCV of (22.4033, 13.4573,
20.7105, 23.0668, 20.7946, 20.7965) and over MOPSO algo-
rithm PCV of (6.42, 14.3162, 29.149, 5.0297, 11.7147,
11.714) for the objective functions 0 through 5, respectively.
Similarly, the PCV analyses reveals that the A-NSGA-III
has a PCV total of 167.4841% over NSGA-II with the PCV
total of 121.229% and the MOPSO algorithm PCV total of
78.3436%.

D. PERCENTAGE DIFFERENCE ANALYSIS RESULTS
Finding the percentage difference (% Diff.) between
the proposed A-NSGA-III and the reviewed algorithms
(NSGA-II and MOPSO) reveals that the A-NSGA-III out-
performs both the NSGA-II and MOPSO with 32.04%
and 72.52%, respectively. This result validates the estab-
lished conclusion that A-NSGA-III performs efficiently over
NSGA-II and MOPSO in terms of diversification when the
number of objectives is more than 3. This confirms that the
proposed A-NSGA-III is scalable over the NSGA-II and the
MOPSO algorithms.
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FIGURE 6. Hypervolume Indicator for the NSGA-II Algorithms.

FIGURE 7. Hypervolume Indicator for the MOPSO Algorithms.

FIGURE 8. Execution time for the three Algorithms.

E. EXPERIMENT EXECUTION TIME RESULTS
Similarly, Figure 8 shows the concatenated descriptive char-
acteristic of the execution time (in seconds) for the three
algorithms, while Figures 9 through 11 exhibit the descriptive
characteristics of the execution time (in seconds) associated
with each of the three algorithms. The maximum generation
time was set to be 500 for each algorithm.
It was observed that, among the three algorithms, the

adapted NSGA-III had a similar execution time to NSGA-II,
with an average execution time of 100.961 seconds and
100.766 seconds, respectively. Meanwhile, the MOPSO
algorithm had an average execution time of 165.652 seconds.

F. PARALLEL COORDINATE PLOT (PCP) RESULT
Figures 12 through 14 display the non-dominated solu-
tions attained by the three algorithms in three-dimensional
space. Analyses revealed that the A-NSGA-III is more

FIGURE 9. Execution time for the A-NSGA-III Algorithm.

FIGURE 10. Execution time for the NSGA-II Algorithm.

FIGURE 11. Execution time for the MOPSO Algorithm.

FIGURE 12. 3-D Scatter plots for A-NSGA-III Pareto sets.

diversified among the non-dominated solution because its
solution is well spread across the objective space compared
with NSGA-II and MOPSO algorithms. The NSGA-II and
MOPSO solutions are not well distributed across the objec-
tive space but clustered together at most points of the entire
space. NSGA-II and MOPSO algorithms exhibited these
clustered characteristics revealing that such algorithms are
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FIGURE 13. 3-D Scatter plots for NSGA-II Pareto sets.

FIGURE 14. 3-D Scatter plots for MOPSO Pareto sets.

FIGURE 15. 2-D Scatter plots for A-NSGA-III.

FIGURE 16. 2-D Scatter plots for A-NSGA-III.

not well distributed across the Pareto Fronts. Meanwhile,
Figures 15 and 16 depict the non-dominated set solution
obtained by A-NSGA-III in a two-dimensional space. These

FIGURE 17. Parallel coordinate plot for A-NSGA-III solution.

FIGURE 18. Parallel coordinate plot for NSGA-II solution.

FIGURE 19. Parallel coordinate plot for MOPSO solution.

reveal that the final solutions provided by A-NSGA-III
were widely distributed across the Pareto Front. The result
complemented the results obtained in the previous results.
Figures 17 through 19 show the PCP of the three algo-

rithms. It was observed that the three algorithms converged to
the true Pareto front. Meanwhile, the proposed A-NSGA-III
preserved the diversity of solutions extended into the bor-
der, with its solution not being clustered in one position.
Contrarily, it was observed that solutions from the NSGA-II,
starting from objective 1 through 6, were all huddled
together, and there was no evidence of diversification across
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the objective space. This result indicates that NSGA-II does
not maintain a good diversity among the solutions. Like
NSGA-II, the MOPSO algorithm does not maintain a good
convergence towards the true Pareto front, as revealed by the
PCP between 0.28 and 0.42. The higher the values, the lower
the convergence with the MOPSO algorithm. However, this
was contrary to what was observed in the A-NSGA-III and
NSGA-II. It was also observed that the MOPSO algorithm
struggled to cover the problem frontier on some objec-
tives. Meanwhile, the solutions of the A-NSGA-III and
NSGA-II algorithms appeared to have a good convergence
over the entire Pareto front. These results also complimented
the evidence established with the hypervolume performance
indicators.

VII. CONCLUSION
Achieving an optimal controller placement in the SD-WAN
environment, in the presence of more than three conflict-
ing objectives, has been confirmed to be associated with
the challenge of scalability. There is a need to develop
an algorithm that can simultaneously handle several con-
flicting objectives for organisations to optimise more than
three objectives simultaneously. This study had proposed
an A-NSGA-III evolutionary algorithm from the existing
NSGA-III in the Mechanical Engineering discipline. A
repair-based mechanism was developed and introduced into
the existing NSGA-III [9] to ensure that infeasible solutions
were removed during the recombination process and also
to avoid the production of duplicates among the final non-
dominated set solutions. The proposed A-NSGA-III algo-
rithm was subjected to efficiency evaluation and comparison
with the reviewed NSGA-II and MOPSO algorithms, based
on the diversity characteristic among the non-dominated
set of solutions with six objectives. The experimentation
results revealed even when the algorithms efficiently con-
verged in the presence of more than three objectives, the
adapted NSGA-III showed more convergence quality in the
hypervolume performance indicator. The A-NSGA-III algo-
rithm outperformed the NSGA-II and MOPSO algorithms
in the presence of more than three objective functions.
The algorithm performance to solve scalability challenge
was measured with hypervolume performance metric which
revealed the convergence and diversification of the algo-
rithms performance. The diversification was measured with
the hypervolume performance metric, the percentage coef-
ficient of variation and the percentage difference metrics.
The NSGA-II and MOPSO were confirmed to be charac-
terised with the inability to obtain diverse solutions among
the non-dominated solutions. Consequently, the A-NSGA-III
performed efficiently over NSGA-II and MOPSO algorithms
when the number of objective function is more than three.
Hence, the proposed A-NSGA-III was confirmed to solve
the challenge of scalability in the controller placement in the
SD-WAN. This study recommends the use of the proposed
A-NSGA-III algorithm for an efficient controller placement

in the SD-WAN when there are more than three conflicting
objective functions.
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