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Abstract: Breast cancer is one of the leading cancers among women. It has the
second-highest mortality rate in women after lung cancer. Timely detection, espe-
cially in the early stages, can help increase survival rates. However, manual diag-
nosis of breast cancer is a tedious and time-consuming process, and the accuracy
of detection is reliant on the quality of the images and the radiologist’s experience.
However, computer-aided medical diagnosis has recently shown promising
results, leading to the need to develop an efficient system that can aid radiologists
in diagnosing breast cancer in its early stages. The research presented in this paper
is focused on the multi-class classification of breast cancer. The deep transfer
learning approach has been utilized to train the deep learning models, and a
pre-processing technique has been used to improve the quality of the ultrasound
dataset. The proposed technique utilizes two deep learning models, Mobile-
NetV2 and DenseNet201, for the composition of the deep ensemble model. Deep
learning models are fine-tuned along with hyperparameter tuning to achieve better
results. Subsequently, entropy-based feature selection is used. Breast cancer iden-
tification using the proposed classification approach was found to attain an accu-
racy of 97.04%, while the sensitivity and F1 score were 96.87% and 96.76%,
respectively. The performance of the proposed model is very effective and outper-
forms other state-of-the-art techniques presented in the literature.
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1 Introduction

Even with technological improvements over the years, breast cancer still counts as one of the deadliest
cancers among women [1]. However, using technology in medical diagnosis and treatment significantly
improves the survival rate. According to the reports of the World Health Organization (WHO) and the
American Cancer Society, almost 30% of cancer deaths in women are due to breast cancer [2]. Data
estimates show that over 8% of the female population may be diagnosed with breast cancer once in their
life [3]. Cancer develops as a tumor in the breast, and glands may be affected by the tumor. Cancers may
be either malignant or benign. Malignant cancer is considered to be more deadly, as it tends to spread to
other parts of the body. Benign breast cancer, on the other hand, is a localized type of cancer. They are
characterized as invasive and non-invasive (in situ) cancers, respectively.

The mortality rate can only be reduced by an accurate and timely breast cancer diagnosis. It is worth
mentioning that improvements in diagnosis with the aid of technology have reduced the fatality rate in
the United States by 1% since 2013 [4]. Breast cancer is a result of the abnormal growth of breast cells.
As these cells grow abruptly, they start accumulating in certain regions. The ducts and breast lobules are
composed of epithelial cells. Breast cancer develops around the lobules in epithelial cells. The
accumulation of abnormal cells forms lumps, which lead to the formation of tumors. In the case of non-
invasive (in situ) cancer, the basement membrane of epithelial cells remains intact; thus, it remains
confined to the tumor, and does not let it spread to neighboring tissues, whereas invasive cancer tends to
affect the epithelial membrane, hence, it starts spreading to other body parts [5]. Unfortunately, the
invasive type of cancer is more commonly reported than the non-invasive one.

Several approaches are used for the screening of breast cancer. Mammograms are commonly used for the
diagnosis of breast cancer around the world, as they are used for follow-up check-ups and are less costly
compared to other techniques. Magnetic Resonance Imaging (MRI) is the other technique, often used for
high-risk cases. However, it is not considered for screening and follow-up check-ups because of its high
cost [6]. Ultrasound is another prominent method for screening and diagnosis and is not expensive
compared to MRI. It is widely used for diagnosis since it is non-invasive, free of radiation, and endurable
for patients. Moreover, ultrasound can detect tumors in dense tissues of the breast, which are mostly
undetected using mammography [7]. However, it requires highly expert staff for diagnosis, as some
images can easily be affected by noise spikes because of their low resolution, which might also result in
ambiguous outcomes that will affect the treatment of patients. Numerous Computer-Aided Diagnosis
(CAD) systems have been developed in the past and are continually evolving to aid radiologists in the
diagnosis of breast cancer [8]. Developments in the recent past have made it possible to deploy Artificial
Intelligence (Al)-based CAD systems in various fields, including medical image diagnosis [9], precision
agriculture [10], natural language processing [11], and gesture recognition [12]. Deep learning (DL) has
resolved the issues related to manual processing of visual information, the conventional method of feature
extraction, that had been faced by researchers in the past. Also, it made the systems efficient in terms of
speed and reduced their complexity.

In the medical field, DL has been used in various domains for the detection of diseases such as lung cancer
[13], brain tumors [14], gastrointestinal disorders [15], breast cancer [16—18], in telemedicine [19], and diabetic
retinopathy [20] and has shown considerable results in terms of precise detection. The DL-based algorithms are
not only used for classification but also for lesion segmentation, with great accuracy. Automated disease
detection systems aid medical staff in the early detection of tumors since it is crucial to diagnose breast
cancer at the early stages to avoid its spread to nearby tissues and other parts of the body [21]. Previously,
conventional approaches have been used for feature extraction to segment infected regions, namely,
thresholding, clustering, region-growing, and edge detection-based segmentation. These techniques are not
only complex but also inefficient in comparison to the latest deep learning-based techniques. Also,
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conventional techniques mostly require a few pre-processing techniques that are considered tedious. Therefore,
it is the need of the hour to develop techniques that are efficient and easy to use.

The proposed work presents a novel technique that utilizes the Weiner filter as a pre-processing step to
improve the visual quality of the breast ultrasound dataset. Two pre-trained deep learning models are fine-
tuned, and later features are fused together and optimized using entropy-based feature selection. The
results of the proposed technique are thoroughly compared with other deep learning models. Section
2 discusses the previous literature to provide the background of deep learning-based research for breast
cancer detection. Section 3 explains the proposed methodology, while the results are presented and
discussed in Section 4. The proposed research work is concluded, along with the future directions in
Section 5.

2 Related Work

Several deep learning-based techniques have been used recently in healthcare to aid medical staff in
diagnosis, including in the detection and classification of breast cancer. In this section, several deep
learning-based techniques are discussed to provide an overview of recent research.

Rakhlin et al. [22] performed the classification of breast tissues using several pre-trained deep learning
models, including VGG16, ResNet50, and InceptionV3. The feature extraction was carried out using pre-
trained deep models. The proposed classification technique attained an accuracy of 93.8% for the binary
classification of breast cancer, whereas for multiclass classification it attained an accuracy of only 87.2%.
In the technique proposed by Fang et al. [23], classification was carried out using the Simple Linear
Iterative Clustering Algorithm (SLIC) to extract the Region Of Interest (ROI). Moreover, the region-
growing algorithm used also aided in the process of extracting ROI. The classification was performed
using a Support Vector Machine (SVM), and as a result, the proposed approach achieved an accuracy of
88% along with 92.05% sensitivity. Khamparia et al. [24] proposed a deep learning-based method for the
classification of mammograms of patients affected by breast cancer. Five different deep learning-based
models were used in this work: AlexNet, MobileNet, ResNet50, and VGG. For training the model, 75%
of the total images were used, and data augmentation was employed to increase the number of images.
When compared to other models, the hybrid transfer learning-based model had the highest accuracy,
which was 94.3% for binary classification.

Lahoura et al. [25] proposed an approach that exploited the Extreme Learning Machine (ELM), a variant
of the Artificial Neutral Network (ANN), for the classification of breast cancers. The technique had been
previously tested on the Wisconsin Diagnostic Breast Cancer dataset. The ELM is a simple classification
technique used along with feature selection to improve the performance of their work. In addition, hidden
layers of ELM were also tuned. This breast cancer diagnostic technique was proposed for remote
diagnosis, and the technique achieved state-of-the-art performance. Moon et al. [26] presented a
computer-aided diagnostic system for the classification of breast cancer; mammograms were used in this
work to evaluate the performance of the technique. Their technique employed a feature fusion strategy to
improve accuracy, and several CNN models were tested. Two different datasets were used, but the
technique achieved better performance on the BUSI dataset compared to the private dataset. In the
method proposed by Mishra et al. [27], a classification approach based on machine learning was used to
classify breast cancer. Handcrafted features were extracted using the Histogram of Oriented Gradients
(HOG) and Hu moments, and the textural feature was extracted using the Gray-Level Co-Occurrence
Matrix (GLCM). The features were subjected to recursive elimination for the removal of redundant
features. The classification was performed using several machine learning-based classifiers. The technique
was evaluated using the BUSI dataset, and it achieved a good level of classification accuracy.

[Q2]
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Saber et al. [28] introduced a technique for the classification of breast cancer using deep learning models
by employing a transfer-learning strategy. The Mammography Image Analysis Society (MIAS) dataset was
used for model training, which consisted of two different training approaches: cross-validation and 80-20.
Several deep learning models were used in this work, and different evaluation metrics were used to assess
each model’s performance. The proposed classification technique for breast cancer showed improved
results using the VGG-16 model when compared with other models. In [29], the breast cancer
classification technique was implemented using a 30-layered Convolutional Neural Network (CNN),
where 28 layers were hidden while the other 2 layers acted as input and output layers, achieving a
classification accuracy of 90.50%. Charan et al. [30] proposed a light CNN framework to classify breast
cancer. The network was composed of 6 convolutional layers, several pooling layers, and 3 fully
connected layers. The Softmax classifier was used in the last fully connected layer to perform
classification. This technique obtained an accuracy of 65% on the MIAS dataset. Khan et al. [31] utilized
CNN architectures to extract features from breast images. The architectures used in this work were VGG,
GoogleNet, and ResNet, where all these networks were pre-trained on the ImageNet dataset. The
proposed technique achieved good classification accuracy on the standard benchmark dataset.

3 Proposed Methodology

In this study, a new multiclass breast cancer classification technique is proposed that aims to accurately
classify different types of breast cancer cases and normal cases. The research methodology comprises several
steps, which include dataset augmentation, pre-processing of the dataset, feature extraction using deep
learning models, hyperparameter fine-tuning, and evaluation of the results on several evaluation
parameters to gauge the quality and precision of the technique. One of the major issues for training deep
learning models is the unavailability of data. Moreover, the available datasets are class imbalanced, which
badly influences the model’s performance. This problem has been solved using different augmentation
techniques. The proposed work used ultrasound images for the training and testing of models. These
images often contain speckle noise. Two different pre-processing techniques are used for dealing with this
issue. Feature extraction has been performed using two pre-trained deep learning models. The detailed
workflow of the proposed technique is presented in Fig. 1. The subsequent subsections explain all the
main steps of the proposed technique.

LEFT BREAST.

Pre-trained

MobileNetV2
5 5
Augmentation D S
g " Image é Entropy based E

A Enhancement o [ Feature — &
Normalization = Selection 2
= i)
3 (v}
Pre-trained w
DenseNet201

Evaluation Metrics
Accuracy
Sensitivity e—
Specificity
F1 Score

Figure 1: The proposed technique for the classification of breast cancer
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3.1 Data Pre-Processing

Data pre-processing is one of the essential steps in the field of image processing. In this work, two pre-
processing techniques were used. One of them was data augmentation, and the other was used to enhance the
visual quality of images present in the dataset.

3.1.1 Data Augmentation and Normalization

The availability of datasets for training deep learning models is one of the biggest problems researchers
face. Only high-quality datasets with a large number of sample images can effectively train models [32].
Even large datasets affected by noise have an adverse impact on training. In this work, an ultrasound-
based breast cancer dataset was used for the classification and is publicly available under the name
“Breast Ultrasound Images Dataset.” It is composed of 3 classes: benign, malignant, and normal. The
“normal” class represents the non-affected breasts [33]. Firstly, the dataset was normalized, which
required pixel-based normalization in the range of 0 to 1. The used dataset is biased, as it contains a
different number of images in each class. Moreover, it is a small dataset, while deep learning models
need a large dataset to avoid training problems like overfitting and underfitting.

The data augmentation technique was adopted in this work to address the issues mentioned above. Data
augmentation is the simplest and easiest method to increase the amount of data needed to train deep learning
models. The addition of images to classes that had a smaller number of images in comparison with other
classes resolves the class imbalance problem. In addition, it increases the overall size of the dataset,
which enables the model to train better, thus improving the performance of the system. Several
augmentation techniques are available, but these are used according to requirements and the nature of the
dataset. A wrong choice of augmentation technique can adversely affect the training of the model, which
distorts the overall performance of the system [34]. An augmentation technique that preserves all the
information of the original dataset is considered a good and efficient technique. In this work, the
challenge of the class-imbalanced dataset has been resolved by applying augmentation to all three classes,
benign, malignant, and normal; the augmentation ratio for each class is different. There are various types
of augmentation techniques, but in this work, geometric augmentation was used, as it is suitable for the
acquired dataset. Other types include random erasing, positional augmentation, color space
transformation, and kernel-based augmentation [35]. There are subcategories of geometric augmentation,
such as flipping, rotation, scaling, cropping, and translation. Table 1 shows the sample of images
represented in each class of the original dataset. In addition, it shows the dataset for each class obtained
after data augmentation.

Table 1: Numerical representation of the BUSI dataset [33]

Datasets Benign Malignant Normal Total
Original dataset 487 210 133 780
Augmented dataset 1660 1660 1660 4980

3.1.2 Image Enhancement Technique

Image processing is an essential step in the field of computer vision. It is used to enhance the visual
quality of the image by removing unwanted information, known as “noise.” Speckle noise affects the
quality of images in low-level luminance images such as ultrasound and MRI images. It is a granular
distortion that significantly reduces the quality of low-contrast images and might lead to a false diagnosis
[36]. Therefore, an image enhancement technique is required to enhance the quality of the image.
Ultrasound images are often affected by speckle noise, which significantly degrades the quality of the



6 CSSE, 2023

images. It affects the fine details of the dataset, particularly edges, which play a vital role in feature extraction
and feature learning [37]. In this work, the Weiner filter [38] was used to deal with the problem of speckle
noise as the ultrasound sound dataset was used. This filter has been used because of its simplicity, robustness,
and speed, as it only uses linear equations to calculate optimal solutions. The ultrasound dataset is passed to
the Weiner filter to obtain a noise-free dataset. The equations show the application of the Weiner filter over a
noisy image. As a result, a denoised image is obtained.

g(x, y) =1(x, y) +n(x, y) )
f(x, y) = Wig(x, )] )

Eq. (1) shows the degraded image g(x, y), where I(x, y) is the original image, convolved with a
degradation term d(x, y). The noise is represented as n(x, y). The working of the Weiner filter starts by
creating a structural mask of size n x m for noise reduction. This structural mask calculates the new pixel
values and compares them with the original noisy pixel values. The values of mean and variance are
calculated by the Weiner filter using a mask filter of size n x m. The estimates of mean and variance are
as follows:

1
m =7 a(n, m) 3)
nmen
ot = 1 a(n, m) — u? @)
NM - ’
nmen

where Eq. (3) represents the mean (u), while Eq. (4) illustrates the calculation of noise variance (¢?) in the
image. 1 represents the area covered by NM, the local neighborhood of each pixel in the image. Each pixel in
the area 7 is represented by a(n, m). The pixel-wise Weiner filter is expressed as follows:

FW(n’ m) =p+ (a(n, m)_)“‘

5
- ®)
where 17 represents the noise variance. It is considered a variance setting of the structured mask. In cases
where the variance is not provided, it takes the mean of locally estimated variances. Fig. 2 shows the
visually enhanced samples of the dataset.

3.2 Feature Extraction Using Transfer Learning

This section discusses the process of feature extraction using different deep learning models. In this
work, two deep learning models were used to extract features from the dataset. The transfer learning
approach was used to extract features. It uses the knowledge gained from the pre-trained networks, which
improves the performance of models trained on small datasets. Generally, the pre-trained networks are
trained on large, publicly available datasets. The pre-trained models used in this study had been
previously trained on the famous ImageNet dataset [39]. Fig. 3 depicts the process of transfer learning.

In transfer learning, the model learns from the knowledge of the source domain, and the acquired
knowledge is subsequently used for training the new model, known as the target model. The following
subsections explain the architecture of the used models and discuss the process of transfer learning,
which has been adopted in this work.
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Figure 3: Depiction of the transfer learning concept

3.2.1 Fine-Tuned MobileNetV2

The MobileNetV2 [40] is a lightweight model because of its architecture and fewer training parameters
[41]. Along with depth-wise and point-wise convolutional filters, it uses residual connections, expansion
layers, and projection layers. The depth-wise convolutions are used to filter the input, while the point-
wise convolutions create new features by combining filtered inputs, resulting in lower computational
costs. The flow of gradients is maintained using residual connections throughout the network. The
expansion layer is used for the expansion of channels in accordance with the expansion factor. Moreover,
projection layers are utilized for the formation of lower channel tensors by reducing the number of
channels. The combination of these is known as bottleneck residual block, which is followed by batch
normalization and the Relu6 activation function. Overall, MobileNetV2 consists of 17 residual
bottlenecks, followed by a convolutional layer, an average pooling layer, and a classification layer [40].
In this work, features were extracted using pre-trained MobileNetV2.
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The MobileNetV2 model is modified according to the dataset by replacing its classification head with a
new one. The new classification head can classify 3 different classes present in the dataset. In this research,
the model was trained on the BUSI dataset using the concept of transfer learning.

3.2.2 Fine-Tuned DenseNet201

The DenseNet201 [42] is the other deep learning model used for feature extraction in this work. It is
composed of 201 layers, hence the name “DenseNet201.” The dense blocks are the core of the model,
which is made up of several convolutional layers. The model is comprised of 4 dense blocks, where the
first 3 dense blocks are followed by a convolutional layer (1 % 1) and a pooling layer; these layers
connect the successive dense blocks and are called transition layers. It is considered a complex deep
learning model, as the convolutional layers inside dense blocks have access to feature maps of all
preceding layers, which results in the extraction of high-level features. The stacking of features is shown
mathematically as follows:

Dy = H([do, di, ....., di_1]) (6)

where d; represents the features of the dense block, and the index of the dense block is expressed as /. The
transformation is represented by H;, which is non-linear.

The DenseNet201 model is modified for the breast cancer dataset. The classification head is removed
from DenseNet201. Formerly, the original fully connected layer consisted of 1000 classes, as it was
previously trained on the ImageNet dataset. The model was later trained using the transfer learning
approach. Features are extracted from global average pooling layers. The hyperparameters have also been
fine-tuned and are shown in Table 2.

Table 2: Hyperparameters for training

Batch size 32

Learning rate 0.001

Epochs 35

Optimizer Adam optimizer

3.2.3 Feature Fusion and Selection

Classification can only be effective when features represent all the information present in images.
Feature fusion allows comprehensive learning of the visual characteristics present in the images [43].
Feature fusion was used in this work by serially fusing features extracted from the used deep learning
models. The feature vector obtained from MobileNetV2 is of size 1 x 1280, while the feature vector
obtained from the global average pooling layer of DenseNet201 is of size 1 x2048. The serially fused
vector creates a larger feature set that represents the rich details of the dataset. Mathematically, feature
fusion is represented as follows:

fMob><m - {MOblxla M0b1><27 M0b1><37 ------- MOblxn} (7)
Jpenxp = {Denix1, Deniys, Deniyz, ....... Denyy,} ®

2
Fusedlxq = Z{fMablxm fDenlxp} (9)
a=1
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To reduce the computation cost and remove redundant features, an entropy-based feature selection
technique was used. The technique selects the best features based on the entropy score, which, in this
case, significantly reduced the size of the original fused vector; however, it kept the descriptive features.
The process of feature selection is mathematically represented in the following equations:

Bye = —NHe, > p(f)) (10)
i=1

Evelect = BHe(max(ﬁv 1238)) (1 1)

Eq. (10) illustrates the entropy function, where By, is the output of the function and A is the total number
of features, which in this case is 1 x 3328. p is the probability of the individual feature f;. F..; shows the
final selected feature using the entropy function, which is of size 1 x 1238. The feature size is reduced from
1 x 3328 to 1 x 1238. Finally, the fused feature vector is used for the classification using the Softmax
classifier.

4 Results

In this section, the results of the proposed technique are divided into two sections. In Subsection 4.1, the
results of MobileNetV2 and DenseNet201 are presented, while the results of the ensemble model are
presented in Subsection 4.2. Analysis and comparisons of these results are presented in Subsection 4.3.

4.1 Classification Results Using MobileNetV2 and DenseNet201

The results of both models were evaluated based on two different strategies. In the first approach,
MobileNetV2 and DenseNet201 were trained on the original BUSI dataset without employing image
processing techniques. Table 3 shows the results of both models’ classification performance. The
MobileNetV2 model achieved an accuracy of 85.97%. The sensitivity obtained using this approach was
80.33%, and the specificity and precision were 89.10% and 80.33%, respectively. However, the
performance of DenseNet201 was superior, achieving an accuracy of 89.92% while its sensitivity and
specificity were 86.33% and 92.71%, respectively. The recorded precision for DenseNet201 was 86.5%.
The false-positive rate (FPR) was 0.0728. The results of the DenseNet201 model were further validated
using the confusion matrix presented in Fig. 4.

Table 3: Classification results using the unprocessed BUSI dataset

Models Accuracy Sensitivity Specificity F1 score Precision FPR
MobileNetV2 85.97% 80.33% 89.10% 89.3% 80.33% 0.4173
DenseNet201 89.87% 89.83% 94.33% 90.1% 89.66% 0.0567

The confusion matrix for DenseNet201 shows that for the benign class, it attains 87% accuracy, whereas
10% of the benign class are misclassified as malignant and 3% are falsely classified as normal. On the other
hand, the malignant class is correctly classified with an accuracy of 91%, while 7% of the malignant class is
misclassified as benign. However, the best classification accuracy, 92%, was achieved in the normal class,
while 8% of the normal class samples were misclassified as benign or malignant.

In the other approach, MobileNetV2 and DenseNet201 models were trained on the augmented BUSI
dataset. In addition, the proposed image enhancement technique was applied to the augmented BUSI
dataset. The results of the second approach used for the classification of breast cancer are presented in
Table 4, which shows the DenseNet201 model performed better for all the evaluation parameters, with an
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accuracy of 94.80%, while sensitivity, specificity, and precision were 92.40%, 96.04%, and 92.40%,
respectively. In contrast, MobileNetV2 attained an accuracy of only 91.51%, while it also obtained lower
values for sensitivity (87.86%), specificity (93.55%), and precision (87.95%). Moreover, the FPR was

only 0.0395 for DenseNet201 using the second approach, compared with a higher FPR of 0.0644 for
MobileNetV2. The results are also validated using the confusion matrix presented in Fig. 5.

Benign

Malignant

Predicted

Normal

Figure 4: Confusion matrix depicting the results of DenseNet201 on the unprocessed dataset

Table 4: Classification results using the proposed pre-processing technique on the BUSI dataset

Models Accuracy Sensitivity Specificity F1 score Precision FPR
MobileNetV2 91.51% 87.86% 93.55% 89.22% 87.95% 0.0644
DenseNet201 94.83% 94.66% 96.86% 95.36% 94.36% 0.0314
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Figure 5: Confusion matrix depicting the results of DenseNet201 on the processed dataset



CSSE, 2023 11

The confusion matrix shows that benign tumors were correctly identified with an accuracy of 93%,
although 7% of that class were misclassified as malignant (4%) or normal (3%). Malignant tumors were
classified with more or less the same accuracy as benign tumors, and only 6% of them were misclassified,
with 3% in each case falsely identified as either benign or normal. The “normal” class was accurately
recognized in 97% of cases, which is the highest accuracy of all 3 classes under consideration. Only 1%
of the normal class were wrongly labeled as benign, while 2% of the normal class were wrongly labeled
as malignant.

4.2 Proposed Ensemble Model for the Breast Cancer Classification

The ensemble model was also trained using two different approaches. The results reported in Table 5
illustrate that the ensemble model with the feature selection technique performed well when trained on
the pre-processed BUSI dataset. Moreover, the results of the ensemble model on the original dataset are
better compared to both MobileNetV2 and DenseNet201. Using the first strategy, the ensemble model
achieved an accuracy of 93.90%, with a sensitivity of 91.13%, specificity of 95.35%, F1 score of
92.33%, and a precision of 91.19%. In the second approach, the ensemble model was trained on the pre-
processed BUSI dataset, and an entropy-based feature selection technique was also employed, which
significantly reduced the training time and resulted in improved performance. Table 5 shows that the
proposed ensemble model attained an accuracy of 97.04%, which is the highest accuracy attained on the
used dataset. The sensitivity (96.87%), specificity (98.17%), F1 score (96.76%), and precision (97.20%)
were also all higher than for the first approach. The proposed technique also attained the lowest FPR
score, of 0.0183, which shows that the technique correctly identified most of the classes in comparison
with other strategies used in this work.

Table 5: Classification results of the proposed ensemble model

Models Accuracy Sensitivity Specificity F1 score Precision FPR
Ensemble 93.90% 91.13% 95.35% 92.83% 91.19% 0.0465
Proposed ensemble  97.04% 96.87% 98.17% 96.76% 97.20% 0.0183

It can be seen in Fig. 6 that only 3% of the benign class was misclassified, while 97% of the benign
tumors were correctly classified. Likewise, while malignant tumors were classified with an accuracy of
96%, only 3% of malignant tumors were falsely classified as benign, while only 1% of normal images
were falsely identified as normal. Once again, the normal class attained better classification accuracy
compared to the other classes: the accuracy of the identification for the normal class was 98%, while only
2% of the normal images were wrongly identified as benign tumors. The training plots of the proposed
ensemble model are shown in Fig. 7.

4.3 Analysis and Comparison

In this subsection, the results of the different strategies used in this research are analyzed and compared
with each other and with those of other techniques reported in the literature. The results clearly indicate that
DenseNet201 performs better than MobileNetV2 in all respects. The same trend prevails when both models
are trained on the pre-processed dataset. Moreover, the proposed ensemble model showed better performance
when compared with the MobileNetV2 and DenseNet201 models. A significant improvement in
performance was also noticed when using the feature selection technique. A visual illustration of the
results, representing the accuracy of all six strategies adopted in this study, is presented in Fig. 8.
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Fig. 8 clearly shows the superiority of the ensemble model over all the other techniques used in this
study. Moreover, when the proposed technique is compared with other state-of-the-art techniques present
in the literature, as shown in Table 6, it is evident that the model presented in this research surpasses
other techniques in terms of performance.

Table 6: A comparison with state-of-the-art techniques

Reference Accuracy Year
Khamparia et al. [24] 94.3% 2021
Ting et al. [29] 90.50% 2019
Joshi et al. [44] 96.31% 2022
Proposed 97.04% -

5 Conclusion

In this paper, an automated, deep learning-based classification technique has been proposed that can
perform multi-class breast cancer classification. The research utilized different augmentation techniques
and an image enhancement technique to improve the quality of the dataset. Two different pre-trained deep
learning models and an ensemble model were employed and thoroughly evaluated using several
performance parameters. The results show that DenseNet201 was better at feature extraction than the
lightweight MobileNetV2 model. Moreover, the results also show that the ensemble model formulated by
combining the feature vectors of MobileNetV2 and DenseNet201 showed better results when pre-
processing and optimization techniques were used to train the model. An entropy-based feature selection
technique has been used in this work to refine the fused feature set obtained from the ensemble model.
Based on the results, it can be said that pre-processing steps and enriched feature sets are important for
improving the performance of the system, as the ensemble model with pre-processing steps outperformed
all other methods in terms of the evaluation parameters used in the proposed work.

This technique can be extended to other classification problems related to medical imaging, such as chest
infections and gastrointestinal abnormalities. Moreover, the pre-processing steps can also be improved to aid
in the extraction of an enriched feature set. Different feature selection techniques can also be adopted, which
may result in improved performance of the technique presented in this work.
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