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A B S T R A C T
Accurate pre-harvest crop yield estimation is vital for agricultural sustainability and economic stability. The existing yield estimating models exhibit deficiencies in insufficient examination of hyperparameters, lack of robustness, restricted transferability of meta-models, and uncertain generalizability when applied to agricultural data. This study presents a novel meta-knowledge-guided framework that leverages three diverse agricultural datasets and explores meta-knowledge transfer in frequent hyperparameter optimization scenarios. The framework’s approach involves base tasks using LightGBM and Bayesian Optimization, which automates hyperparameter optimization by eliminating the need for manual adjustments. Conducted rigorous experiments to analyze the meta-knowledge transformation of RGPE, SGPR, and TransBO algorithms, achieving impressive $R^2$ values (0.8415, 0.9865, 0.9708) using rgpe_prf meta-knowledge transfer on diverse datasets. Furthermore, the framework yielded excellent results for mean squared error (MSE), mean absolute error (MAE), scaled MSE, and scaled MAE. These results emphasize the method’s significance, offering valuable insights for crop yield estimation, benefiting farmers and the agricultural sector.

1. Introduction

Accurate and timely crop yield estimation plays a vital role in agriculture, delivering substantial benefits to a spectrum of stakeholders encompassing farmers, agribusiness entities, and food producers. The significance of early crop yield estimation reverberates through multiple facets of agricultural operations, orchestrating enhanced precision in harvesting, optimized marketing strategies, streamlined labor allocation, and judicious resource management (Abbate et al., 2023; De Clercq et al., 2018). In the quest for precision and reliability in crop yield estimation, the agricultural landscape has been significantly influenced by the increasing availability of agricultural datasets (Reynolds et al., 2018). These datasets serve as a bedrock of empirical information, enriching predictive models and facilitating informed decision-making (Hegedus et al., 2023). Furthermore, integrating meta-knowledge, encompassing insights and expertise acquired from prior agricultural experiences, imparts a refined understanding of diverse crop yield determinants (Elñahal et al., 2022).

Computers, their hardware and software, and the supported devices significantly contribute to diverse aspects of human life (Diker, 2022), and one such aspect is yield estimation. In the continuous pursuit of elevating the performance of crop yield estimation models, hyperparameter optimization emerges as a crucial aspect that must be seriously considered (Padmapriya and Sasilatha, 2023). It stands as an anchor, enabling the refinement of model parameters through a meticulous and data-driven approach. The overarching goal is the augmentation of predictive accuracy and the fortification of model generalizability,
which are paramount for robust crop yield estimation (Cedric et al., 2022).

Hyperparameter optimization encapsulates a multifaceted process that systematically explores a model’s hyperparameters, which are the external configurations governing the model’s behavior. However, effectively optimizing many parameters is a challenge (Joseph et al., 2022). This process harmonizes empirical experimentation and algorithmic techniques, enhancing the model’s ability to discern intricate patterns within agricultural datasets. Consequently, it empowers the model to provide more accurate and adaptable crop yield predictions, essential for informed agricultural decision-making (Chiu et al., 2022). The intersection of these research areas, hyperparameter tuning, and more specifically, the conundrum of selecting the most suitable algorithm when deploying machine learning-based solutions for crop yield estimation lies within the domain of AutoML, also known as Automated Machine Learning (AutoML). This quandary is not unique to agricultural scientists. Still, it is also a pressing concern for machine learning professionals, as no single machine learning model universally outperforms all others for every problem (Yuen et al., 2016). Efforts to address these questions and offer solutions by leveraging diverse datasets rather than conducting extensive experimentation and results evaluation can mitigate several constraints. These constraints include the scarcity of machine learning and data science expertise and the cost associated with computational processing (Cunha et al., 2018).

One of the approaches to recommend the most suitable algorithm for crop yield estimation lies within the domain of AutoML, also known as Automated Machine Learning. AutoML focuses on automating the entire end-to-end process of developing machine learning solutions, thereby enabling more effective handling of emerging challenges (Hutter et al., 2019; He et al., 2021). The intersection of these research areas, hyperparameter tuning, algorithm selection, and AutoML, holds promise for advancing the field of crop yield estimation, ultimately contributing to more efficient and accurate predictions in agricultural contexts.

Meta-learning has found extensive utility in proposing methodologies for single-label classification and regression tasks within predictive
domains. These methodologies span diverse domains, encompassing image analytics (Aguirar et al., 2019; Bronskill et al., 2020), and text analytics (Dou et al., 2019). Notably, recent investigations in meta-learning have expanded to encompass multi-target regression and threshold prediction for identifying favorable instances (Ghaderi Ze-frehi et al., 2023). Additionally, integrating Artificial Neural Networks (ANN) with meta-heuristic rules has yielded predictive models, exemplified in predicting biochar yield based on pyrolysis and biomass process conditions (Rhan et al., 2022). While these advancements demonstrate notable progress, a conspicuous gap persists in the existing literature concerning yield prediction through meta-transfer learning. Although adapting meta-models with limited data has shown promise in model transfer learning, challenges persist, especially when dealing with extensive datasets encompassing diverse outcomes (Liu et al., 2023). The principal objective of this study was to address this critical need by providing an optimal approach for task adoption, particularly in organizing tasks into sub-task levels. Moreover, applying transfer techniques not only necessitates knowledge transfer to be tailored to the specific target task but also calls for the automation of hyperparameter optimization. These concurrent challenges underline the suggesting practical models for hyperparameter optimization, ultimately leading to improved accuracy and resilience in the realm of meta-knowledge transfer (Jeon et al., 2021).

To predict biochar yield, the investigation conducted in the study by Haq et al. (2022) employed a diverse set of machine learning techniques, encompassing Ensemble Learning Tree (ELT), Support Vector Machines (SVM), Gaussian Process Regression (GPR), and Decision Trees (DT). Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) were used in conjunction with these methods. The predictive model incorporated key pyrolysis reaction parameters, including heating rate, temperature, particle size, time, N2 flow, and biomass attributes comprising proximate and structural characteristics. Furthermore, the study harnessed machine learning models in tandem with state-of-the-art optimization techniques, feature selection methodologies, and hyperparameter tuning processes, all aimed at enhancing the predictive performance of the framework.

The effectiveness and robustness of crop yield estimation can be significantly enhanced by integrating transferable meta-models alongside automated hyperparameter tuning. Hyperparameter optimization in the context of yield estimation serves to refine model complexity, regularization, robustness, and learning rates. As demonstrated by Charoen-Ung and Mitrapanyanuruk (2019), a notable precedent in the field involved training a random forest classifier for sugarcane yield prediction. This endeavor incorporated forward feature selection in combination with hyperparameter tuning. However, it is essential to acknowledge that such hyperparameter tuning methods often demand a substantial degree of specialized knowledge and expertise, as Wu et al. (2019) highlighted. The fusion of agricultural yield estimation with meta-learning presents an intriguing avenue for research. Addressing the existing gap in this domain and developing a robust hyperparameter optimization approach can significantly enhance prediction frameworks’ overall efficacy and resilience. This research investigates the establishment of a relationship between machine learning model performance and optimal hyperparameters using LightGBM as the base learner and Bayesian optimization. The proposed solution centers on creating a framework seamlessly incorporating domain-specific knowledge from various crops into automated hyperparameter optimization. This integration ensures the robustness and effectiveness of the crop yield estimation framework. Notably, the effects of data preparation techniques in conjunction with hyperparameter tuning have received limited attention in prior research (Meola et al., 2023).

In laying the foundation for our Meta knowledge-based framework for robust crop yield estimation, this study contributes to ongoing initiatives to revolutionize crop yield estimation. This effort involves transferring knowledge between optimization tasks, leveraging meta-model principles integrated with Bayesian Optimization to facilitate the transfer of meta-knowledge for hyperparameter optimization in target tasks.

The proposed study has significantly contributed by implementing a novel meta-knowledge-guided framework for precise crop yield estimation. Firstly, a comprehensive analysis was undertaken to assess the influence of hyperparameters on the framework’s performance. This study systematically explored different hyperparameter configurations and meticulously evaluated their impact on yield estimation accuracy. This rigorous process enabled us to identify the optimal hyperparameter settings, providing crucial insights and guidelines for fine-tuning the framework to achieve exceptional results.

The study introduced a novel mechanism for transferring meta-knowledge from meta-models to target tasks to enhance the framework’s performance. Moreover, this study seamlessly integrated an automated hyperparameter selection mechanism, empowering the framework to autonomously choose the most optimal hyperparameters for each specific target task. These innovative advancements significantly improve the framework’s adaptability and efficiency, creating a comprehensive solution that effectively harnesses meta-knowledge while requiring minimal manual intervention. This approach also streamlined a set of knowledge transfer algorithms for target task adoption and comparative analysis, specifically focusing on their performance within yield estimation.

The main contributions of this study are summarized as follows:

- A novel framework was developed, seamlessly integrating a Bayesian Optimization model with a meta-framework. This novel approach facilitates dynamic hyperparameter optimization for enhanced performance.
- The study delved into the crucial aspect of hyperparameters within the context of the developed framework. A comprehensive investigation was carried out to discern their impact on model performance.
- Comparative Analysis of Transferable Meta-Models was conducted by simplifying the target task’s RGPE, SGPR, and TransBO methods. This assessment provided valuable insights into the strengths and weaknesses of each approach.
- The study designed a robust and efficient framework capable of automatically transferring meta-knowledge derived from base tasks to select the most optimal hyperparameters for target tasks.
- To assess the framework’s generalizability, three diverse agricultural crop datasets were utilized. This analysis offers insights into the framework’s performance across varied agricultural contexts, emphasizing its versatility and applicability.

The rest of this study is structured as follows: Section 2 presents the materials and methods, and Section 3 delves into an in-depth exploration of meta-data processing and the intricate knowledge transfer mechanism of the proposed meta-knowledge-guided framework. Section 4 presents detailed results and findings. Finally, Section 5 encapsulates the study’s conclusions and key takeaways.

2. Materials and methods

This section explores the fundamental components of the methodology, data collection, and analysis method, beginning with the stages of data gathering and preparation. Subsequently, this paper provides a thorough presentation of our exploratory data analysis (EDA) efforts, encompassing a diverse range of visualizations and analytical methods applied to reveal latent insights and identifiable patterns within a private dataset.

2.1. Data collection and preprocessing

The scarcity of real-world datasets for yield estimation poses a significant challenge for researchers in this domain. Due to a lack of
real-world data, the researchers use the synthetic dataset (Korneva and Blockeel, 2020). To address this issue, three diverse datasets have been utilized in this study, including one of the synthetic (Wild blueberry Yield Prediction) datasets that simulate real-world conditions alongside publicly available and privately sourced datasets to enhance the reliability of the framework. This subsection provides an overview of the data collection methodology, encompassing the utilization of these diverse datasets for yield estimation.

1. **Sindh Crops Dataset**, a private dataset comprises a diverse collection of real-world data, meticulously gathered and preprocessed to ensure its relevance and reliability. The resulting dataset contains the yield records for 19 different crops with 35,364 samples for a period ranging from 1997 to 2015. This dataset was compiled from several district-level administrative institutions in the Sindh Province of Pakistan. The dataset encompasses various attributes and features for a comprehensive investigation into our research objectives, which essentially required this framework for robust crop yield estimation. The private dataset was employed to validate the disparities and evaluate the impact of incorporating the original dataset on the framework’s performance with two other public datasets. This investigation aimed to assess variations and determine whether integrating the original (private) dataset for training improves the framework’s efficacy.

2. **Wild blueberry Yield Prediction Dataset**: another publicly available dataset, sourced from a synthetic dataset was generated using an open-source Wild Blueberry Pollination Simulation Model (Obsie et al., 2020), a spatially-explicit computer simulation program specifically designed to explore the effects of various factors on pollination efficiency and yield within the wild blueberry agroecosystem, those factors include cross-pollination and self-pollination, plant spatial arrangement, weather conditions, and bee species compositions, in isolation combination, that accurately represent the dynamics of wild blueberry pollination. This dataset contains various features, and it contains 15,289 samples. The validity of the simulation model for the synthetic data was established through field observation and experimentally collected data over the last 30 years (Qu and Drummond, 2018) in the USA, Maine, and Canadian Maritimes.

3. **Food Agriculture Organization and World Bank Dataset**: The third publicly available dataset was sourced from the Food Agriculture Organization and World Bank Data, the renowned institutions known for their authoritative and reliable agricultural data. The Data on crop yield and pesticides were obtained from the FAO, and data on rainfall and temperature were collected from the World Bank. Further, it involves extensive data gathering of 28,244 samples of 10 crops collected for 94 countries. It also involves the verification and framework-based validity assurance procedures to ensure accuracy and consistency.

### 2.2. Exploratory data analysis (Sindh Crops Dataset - our private dataset)

Using visualizations, descriptive statistics, and other methods, EDA analyses and summarizes the key features of a dataset (Gupta and Sharma, 2023). The EDA plays a crucial role in uncovering patterns, relationships, behavior, and co-relation within the datasets. This paper employs EDA techniques to understand a private dataset comprehensively and lay the foundation for our subsequent analyses and findings. Further, the study presents exploratory data analysis for a primary dataset to uncover meaningful insights such as crop-wise mean production, year-wise crop area, and scatter matrix for the Sindh Crops Dataset; however, the other two datasets are public.

#### 2.2.1. Crop-wise mean production

Fig. 1(a) illustrates the crop-wise mean production values. The bar plot shows the y-axis of the figure represents the mean production values for the crops and the names of different crops used in the dataset, including bananas, carrots, sapodillas, etc, represented as the x-axis of the plot. The bar figure shows the average production status of various crops. The rice crop has the highest crop mean production value of 3369.09, watermelon has 3202.41, wheat has 2130.56, carrot has 1923.21, and cotton has 1620.47. Conversely, onion, sapodilla, Sunflower, and Tomato have lower mean production values.

#### 2.2.2. Year-wise crop area

Fig. 1(b) illustrates the crop area for each year, in which a y-axis label represents the crop area and the x-axis indicates the year from 1997 to 2015. Every shaded region in the figure symbolizes a different hue corresponding to the crop names listed on the right side of the figure.

#### 2.2.3. Scatter matrix of crop yield dataset

The scatter matrix of the crop yield dataset is shown in Fig. 2. Each color-shaded point in the scatter plot represents a specific crop name shown on the right side of the scatter plot. Each row and column of the scatter matrix’s scatter plot grid represents a different variable (Year, Area, Rain, Production). Each variable’s unique distributions are displayed as histograms or kernel density plots in the matrix’s diagonal elements. The scatter matrix’s off-diagonal cells each contain a
scatter plot comparing two variables, and these display the correlation between two variables while differentiating points by the “Crop Name” through the use of color as indicated in the list form on the right side of the figure.

- **Year vs. Year (Diagonal):** The histogram shows each crop’s “Year” variable, which displays the distribution of data points for each crop over various years.
- **Area vs. Area (Diagonal):** This histogram illustrates the distribution of the “Area” variable for each specific crop.
- **Rain vs. Rain (Diagonal):** This histogram displays the distribution of the “Rain” variable for every crop.
- **Production vs. Production (Diagonal):** The histograms show how each crop’s “Production” variable is distributed.
- **Year vs. Rain (Top-Right Cell):** This scatter plot indicates the correlation between rainfall and the year. The plot shows the more or less rainfall for certain years.
- **Year vs. Production (Bottom-Left Cell):** This diagonal map demonstrates how crop output has evolved. Long-term trends can be seen through patterns in the figure.
- **Area vs. Rain (Second Row, First Column Cell):** This scatter plot determines whether the area under cultivation and the amount of rainfall are related.
- **Area vs. Production (Second Row, Second Column Cell):** This diagram explores the relationship between cultivated area and crop production.
- **Rain vs. Production (Second Row, Third Column Cell):** This scatter plot shows if there is a relationship between rainfall and agricultural productivity.

Various crops were distinguished using these colored points to analyze the interconnections with multiple variables. These observed trends provide valuable insights into the relationship between crop yield and the Sindh Crops dataset variables.

### 3. Meta-knowledge guided framework

In the context of working with limited data and meta-models, one of the challenges is the need to automate hyperparameter optimization dynamically. The novel framework was developed based on the principles of meta knowledge transfer, which leverages a machine learning base model to iterate autonomously through a self-improvement cycle for each base-task and target task. However, the best hyperparameter optimization is performed dynamically during each iteration of this self-improvement cycle. The resulting performance outcomes are then utilized to train a Bayesian optimization model integrated with the central meta-model in the framework. This approach streamlines the hyperparameter tuning process and enhances overall efficiency in handling small amounts of datasets to increase the robustness of the model for yield estimation. Fig. 3 illustrates our meta-knowledge guided framework, which represents a meta-model learning from various base tasks and assimilating knowledge from an integrated Bayesian optimization model to perform well with new target tasks.
the hyperparameters and parameters of target tasks by transferring the meta-knowledge model, which incorporates the observations from the target tasks via Bayesian optimization. These optimizations are further influenced by insights gained from meta tasks, ensuring robust and adaptable results. This process enhances the meta model’s ability to generalize its learning and efficiently adapt to new tasks.

The left-top rectangular block in the diagram represents different initial tasks (Initial Task-1, Initial Task-2, Initial Task-3, and Initial Task-n), each contributing to the meta model’s learning process. Data preprocessing, which handles missing values, outliers, and inconsistencies, ensures accuracy and appropriateness. Duplicate removal reduces redundancy and potential biases. The term “preprocessed initial task” denotes standardized, high-quality data for use with a meta-knowledge-guided model, which enhances the model’s learning rate and generalization. The dynamic best hyperparameter optimization process for robust yield prediction includes the following subsections.

3.1. Meta model

Our framework’s core component is the Meta Model, which leverages data and information from base tasks to acquire meta-knowledge of underlying data patterns, relationships, and representations. It focuses on extracting relevant features, learning task-specific representations, and discerning relationships between base and target tasks. The Meta Model optimizes its hyperparameters, including the model’s behavior (e.g., learning rate, regularization parameters, network architecture), to achieve optimal performance on base tasks. This study employs the Meta Model in conjunction with an integrated Bayesian optimization model, as depicted in Fig. 3, for efficient hyperparameter optimization. Through iterative learning and refinement of parameters and hyperparameters based on observations from base tasks, the meta-model continuously adapts and improves its internal representations and predictions, enhancing generalization to target tasks. This process integrates Bayesian optimization with the Meta Model to optimize hyperparameters using observed data, facilitating robust knowledge transfer to target tasks.

3.2. Bayesian optimization model

The primary goal of Bayesian Optimization (BO) is to ascertain the global minimum, aiming to pinpoint the optimal solution or configuration within the given parameter space, denoted as \( x_{\text{opt}} \), of a function with unknown internal workings within a constrained domain \( \mathcal{X} \). This is accomplished through an iterative process of evaluating the function at different input configurations \( \mathbf{a}_1, \mathbf{a}_2, \ldots, \mathbf{a}_n \) and observing the associated outputs \( b_1, b_2, \ldots, b_n \). In each iteration, a probabilistic model \( f \) is trained on the gathered data \( D = (\mathbf{a}_k, b_k) \), enabling the model to capture the underlying patterns and relationships within the observations.

Subsequently, an acquisition function \( a(a) \) is employed in this framework to select the next best hyperparameter, balancing the trade-off between exploration and exploitation. In this context, \( f \) denotes a noisy approximation of the actual function value. Gaussian Process (GP) regression is employed to estimate the underlying function, resulting in a posterior probability \( f(a|D) \) with a calculated mean \( \mu(a) \) and variance \( \sigma^2(a) \), which are expressed in Eqs. (1) and (2) as follows:

\[
\mu(a) = k^{\top}(K + \sigma^2 I)^{-1} b, \tag{1}
\]

\[
\sigma^2(a) = k(a, a) - k^{\top}(K + \sigma^2 I)^{-1} k, \tag{2}
\]

Within this framework, \( k(\cdot, \cdot) \) represents a kernel function with associated hyperparameters \( \sigma \). The vector \( k \) denotes the co-variances between the new point \( x \) and all training points, while \( K \) corresponds to the kernel matrix of size \( n \times k \). Each entry \( K_{ij} \) of the kernel matrix is defined as \( k(b_i, a_j) \).

The expected improvement (EI) is the commonly used acquisition function, known for its closed-form computation and typically yielding good results. Let \( f(x_{\text{best}}) \) represent the current best function value, defined as \( f(x_{\text{best}}) = \min_{x \in \mathcal{X}} f(x) \). The EI is expressed in Eq. (3) and was computed as follows:

\[
a(a) = \mathbb{E}(\max(0, f(A_{\text{best}}) - f(A))) = \sigma(A(z)\Phi(Z) + \sigma(A)\Phi(Z)) \tag{3}
\]

where \( z = (f(x_{\text{best}}) - \mu(x))/\sigma(x), \Phi(\cdot) \) represents the cumulative distribution function, and \( \Phi(\cdot) \) represents the probability density function of the normal distribution.

These steps constitute a critical part of our research methodology, allowing us to adapt the Bayesian Optimization model to various base tasks and leverage historical data for more effective learning and generalization of this framework.

The Algorithm 1 depicts a framework for knowledge-transfer and hyperparameter optimization, which leverages two surrogate types gp and prf, for each of three algorithms (RGPE, SGPR, and TransBO) for analyzing the efficiency of knowledge-transfer of the target task using the information from multiple base tasks. However, Algorithm 2 depicts the Bayesian Optimization model.

3.3. Base model and objective method

In this framework, our first step entails initializing the Bayesian Optimization model to simplify further processing. The model is then meticulously trained using the training data related to the base task. For each base task, our study executes the following steps:

- Generating historical data that can be used for transfer learning purposes is crucial in facilitating the adaptation and enhancement of model performance on new tasks. To achieve this, the configuration Space is created for the base task. This space encompasses a range of hyperparameters and configurations the model can explore during its learning process. A history object was also established dedicated...
predictions on the target task, with performance metrics used to assess the model’s prediction capabilities. As the transfer learning process progresses, the History object is continually updated with the observed configuration and its corresponding outcome. After each base task, the History object associated with that task is appended to a transfer learning history list. This cumulative list is a valuable resource, accumulating historical data from all base tasks and facilitating the transfer of meta-knowledge across tasks.

Advisor Object for transferable meta-model and Target Task Optimization used an essential component called the Advisor object, specifically designed and integrated with optimizing the target task. This Advisor is crucial in guiding the meta-knowledge-transfer and optimization process for the target task, ensuring efficient and effective learning.

Before delving into Section 3.4, Transferable meta-model, it is important to introduce the Advisor object, a crucial component integral in facilitating meta-knowledge transfer and optimizing the target task. Subsequently, Section 3.4 explores the transferable Meta-model in detail, which complements the functionalities of the Advisor object. They constitute a comprehensive framework for effective knowledge transfer and adaptive target task optimization. Here’s a breakdown of the steps associated with the Advisor object.

Initialize the advisor object, which is pivotal in providing valuable recommendations for fine-tuning the model’s configuration tailored to the target task. The advisor continuously improves suggestions throughout the iterative optimization process by leveraging insights from the model’s performance and observations. During each iteration, the advisor is consulted to retrieve configuration suggestions, encompassing relevant hyperparameters and configurations for the model to consider in the context of the target task. By incorporating these suggestions, the model effectively explores the parameter space, optimizing its performance and achieving desirable outcomes. The model’s performance on the target task is evaluated using the suggested configuration, and the objective function measures the model’s performance under the current recommendation. To track the progress of the optimization process, the results of each evaluation are logged, providing a comprehensive record of the model’s performance at each iteration. Following the evaluation, the Advisor object is updated with the observed performance data, enabling the advisor to adapt and refine its suggestions for subsequent iterations. This iterative optimization approach empowers the model to continuously improve and fine-tune its configuration, ultimately enhancing its performance on the target task.

The model repeats this process for each iteration, allowing the Advisor to provide refined suggestions. Further, it helps the model to adapt and improve its performance on the target task over time.
3.4. Transferable meta-model

To facilitate meta-knowledge transfer for the target task within our framework, the three distinct meta-knowledge transfer algorithms, Ranking-Weighted Gaussian Process Ensemble (RGPE), Sparse Gaussian Process Regression (SGPR), and Transfer Bayesian Optimization (TransBO)-topo5, were employed. For each algorithm, two different surrogate types were utilized: (1) Gaussian Process (GP) for capturing complex relationships within the meta-data and (2) Random Forest (RF), referred to as "prf" for practical problems like hyperparameter optimization (HPO). These algorithms are employed for hyperparameter optimization based on the historical data relevant to the target task. The following sections describe each algorithm and its associated mechanisms and simplifications.

1. Ranking-Weighted Gaussian Process Ensemble: The advances in transfer learning for Bayesian optimization are a common approach used to represent the current task (denoted as 'Y') as a linear combination of surrogate models. This involves merging a task-specific surrogate model with surrogate models for all previous tasks (from 1 to t−1). If surrogate models for base tasks are available from previous runs, they can be used without retraining, simplifying the process and eliminating the need for meta-features. However, determining the optimal weights for combining these models is a crucial challenge. This section explores the ranking method used for the two-stage transfer surrogate for learning linear combinations and uses an acquisition function to enhance ensemble performance. The Eq. (4) illustrates the linear combination of mean predictions from surrogate models.

\[ \mu(x) = \sum_{i=1}^{s} w_i \mu_i(x) \]  

In evaluation, this method assesses the combination weights of base models based on their predictions for the target task, evaluating their generalization capability. This model employs cross-validation, leave-one-out models to gauge the target model's generalization. This entails the target model omitted to calculate the loss accordingly to account for this cross-validation approach as shown in Eq. (5).

\[ L(f, D^t) = \sum_{i=1}^{N} \sum_{j=1}^{n} \left[ I (f(X_i^t) < f(X_i^t) \oplus y_i^t < y_i^t) \right) \]  

Once all models adeptly arrange data points in the correct order, the subsequent step involves assigning weights to each model based on the probability of it exhibiting the lowest ranking loss within the ensemble. This probability is estimated using a Monte Carlo approximation, where bootstrap samples are drawn for each model, and their alignment with observed data is assessed to compute model weights as below in Eq. (6).

\[ w_i = \frac{1}{N_2} \sum_{j=1}^{n} \left[ I (I (y_j^t < y_j^t) \right) \]  

2. Sparse Gaussian Process Regression: This algorithm was used with a sequence of tasks \( \{S_i\}_{i=1}^{N} \) on unknown objective functions \( \{f_i\}_{i=1}^{N} \), where the current task is \( S_i \), and build two sequences of regressors \( \{R_i\}_{i=1}^{N} \) and \( \{R_i^T\}_{i=1}^{N} \) having posterior mean functions \( \mu_i(x) \) and \( \sigma_i(x) \) final predictions, in the given order, will be \( \mu_i(x) \) and \( \sigma_i(x) \). Here \( D_i = (x_i, y_i) \), serve as the dataset for the task \( S_i \). Let \( R^* \) be a regressor trained using data \( \{x_i^*, y_i^*\} \), which calculates \( \mu^* \) and also \( \sigma^* \). Then locate and find the posterior means at level i as \( \mu_i(x) \) and \( \sigma_i(x) \).

To calculate the posterior standard deviations, \( \sigma_i(x) \), to be a weighted geometric mean of \( \sigma_i(x) \) and \( \sigma_i(x) \), where the weights are a function of the amount of data (i.e., completed trials) in \( S_i \) and \( S_{i-1} \).

3. Two-Phase Transfer Bayesian Optimization (TransBO): Here, the roles of two parameters, \( w \) and \( p \), within the framework of TransBO (Transfer Bayesian Optimization). \( w \) is tasked with merging \( k \) source base surrogates to best fit with target observations, while \( p \) balances among the two surrogates, \( M^S \) and \( M^T \). The main overarching goal of TransBO is to maximize the generalization performance of \( M^T \).

The strategy is to obtain the source surrogate \( M^S \) as a weighted combination of the predictions of source base surrogates \( \{M^1, \ldots, M^K \} \) as expressed in Eq. (7).

\[ M^S(x) = \sum_{i=1}^{K} w_i M_i(x) \]  

To systematically obtain \( M_S \), this method uses a principled approach by employing a differentiable pairwise ranking loss function to assess the alignment between the predictions of \( M_S \) and the given observations in \( D \). In the context of Hyperparameter Optimization (HPO), this ranking loss function was computed as in Eq. (8).

\[ L(W, M^S, D) = \frac{1}{N} \sum_{j=1}^{N} \sum_{i=1}^{N} \phi(M^S(x_j) - M^T(x_j)) \]  

The framework extends the process of acquiring the source surrogate \( M^S \), specifically the optimization of \( W \), by formulating it as the subsequent constrained optimization problem:

Minimize \( W : L(W, M^S, D) \) subject to: \( 1^Tw = 1 \), \( w \geq 0 \), hence the ranking loss of \( M_S \) on \( D \)

In order to capture the generalization properties of \( M^T \), as depicted in Eq. (10). Concurrently, this approach also used the partial surrogate model \( M^T_w \) directly on \( D^t \). Subsequently, framework combines the surrogates \( M^T_w \) and \( M^T_w \) linearly to yield \( M^T_w \).

\[ M^T_w = (p^T)(M^S_w) + (p^T)M^T_w \]  

3.5. Model evaluation metrics

To assess and evaluate the performance of a meta-knowledge-guided model by employing training testing splits on datasets. After training the Bayesian Optimization model mode, this study utilizes widely accepted metrics in machine learning regression problems (Yang et al., 2023) to evaluate the model performance. The model predicts the crop yield (‘y-pred’) based on the test data (‘x-test’) and calculates evaluation metrics such as MSE (mean squared error), MAE (mean absolute error), scaled-MSE (scaled mean squared error) divided by the standard deviation of ‘y-test’, scaled-MAE (Scaled mean absolute error) and the R-square score to evaluate the model’s fit or appropriateness. A higher R² value indicates a stronger alignment between the predicted values and the ground truth, highlighting the superior fit of the predictive model.

**RMSE (Root Mean Square Error):**

\[ \text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (Y_{\text{true},i} - Y_{\text{pred},i})^2} \]

**RMSEE (Root Mean Square Scaled Error):**

\[ \text{RMSEE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} \left( \frac{Y_{\text{true},i} - Y_{\text{pred},i}}{M\text{ASE}} \right)^2} \]

**MASE (Mean Absolute Scaled Error):**

\[ \text{MASE} = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{Y_{\text{true},i} - Y_{\text{pred},i}}{M\text{ASE}} \right| \]

**R-Square (R²):**

\[ R^2 = 1 - \frac{\sum_{i=1}^{N} (Y_{\text{true},i} - Y_{\text{true}})^2}{\sum_{i=1}^{N} (Y_{\text{true},i} - \bar{Y}_{\text{true}})^2} \]
Table 1: Performance of transferable RGPE, SGPR, and TOPOv3 algorithms on diverse agricultural data.

<table>
<thead>
<tr>
<th>Model type</th>
<th>MSE</th>
<th>MAE</th>
<th>Scaled MSE</th>
<th>Scaled MAE</th>
<th>R_Square</th>
<th>AvgTime/Epoch</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sindh Crops Dataset</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>rgpe_prf</td>
<td>0.0020</td>
<td>0.0157</td>
<td>0.0176</td>
<td>0.2578 0.8437</td>
<td></td>
<td>5.93</td>
</tr>
<tr>
<td>sgpr_prf</td>
<td>0.0116</td>
<td>0.0540</td>
<td>0.1028</td>
<td>0.8836 0.0877</td>
<td></td>
<td>5.61</td>
</tr>
<tr>
<td>topov3_prf</td>
<td>0.0021</td>
<td>0.0163</td>
<td>0.0182</td>
<td>0.2671 0.8383</td>
<td></td>
<td>5.25</td>
</tr>
<tr>
<td>rgpe_gp</td>
<td>0.0020</td>
<td>0.0158</td>
<td>0.0179</td>
<td>0.2584 0.8415</td>
<td></td>
<td>5.27</td>
</tr>
<tr>
<td>sgpr_gp</td>
<td>0.0122</td>
<td>0.0555</td>
<td>0.1077</td>
<td>0.9087 0.0446</td>
<td></td>
<td>5.91</td>
</tr>
<tr>
<td>topov3_gp</td>
<td>0.0022</td>
<td>0.0167</td>
<td>0.0196</td>
<td>0.2742 0.8257</td>
<td></td>
<td>5.54</td>
</tr>
<tr>
<td><strong>Blueberry</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>rgpe_prf</td>
<td>0.0142</td>
<td>0.0853</td>
<td>0.0138</td>
<td>0.1033 0.9865</td>
<td></td>
<td>2.85</td>
</tr>
<tr>
<td>sgpr_prf</td>
<td>0.5078</td>
<td>0.5497</td>
<td>0.4937</td>
<td>0.6654 0.5176</td>
<td></td>
<td>2.67</td>
</tr>
<tr>
<td>topov3_prf</td>
<td>0.0325</td>
<td>0.1054</td>
<td>0.0229</td>
<td>0.1276 0.9776</td>
<td></td>
<td>2.5</td>
</tr>
<tr>
<td>sgpr_gp</td>
<td>0.0174</td>
<td>0.0522</td>
<td>0.1695</td>
<td>0.3900 0.8344</td>
<td></td>
<td>2.95</td>
</tr>
<tr>
<td>topov3_gp</td>
<td>0.0189</td>
<td>0.0924</td>
<td>0.0184</td>
<td>0.1119 0.9821</td>
<td></td>
<td>2.41</td>
</tr>
<tr>
<td><strong>FAO &amp; World Bank Dataset</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>rgpe_prf</td>
<td>0.0294</td>
<td>0.0787</td>
<td>0.0293</td>
<td>0.1037 0.9708</td>
<td></td>
<td>3.68</td>
</tr>
<tr>
<td>sgpr_prf</td>
<td>0.5753</td>
<td>0.5528</td>
<td>0.5738</td>
<td>0.7285 0.4276</td>
<td></td>
<td>2.89</td>
</tr>
<tr>
<td>topov3_prf</td>
<td>0.0300</td>
<td>0.0784</td>
<td>0.0299</td>
<td>0.1034 0.9702</td>
<td></td>
<td>4.46</td>
</tr>
<tr>
<td>sgpr_gp</td>
<td>0.1570</td>
<td>0.2844</td>
<td>0.1566</td>
<td>0.3749 0.8438</td>
<td></td>
<td>3.12</td>
</tr>
<tr>
<td>topov3_gp</td>
<td>0.0538</td>
<td>0.3756</td>
<td>0.2577</td>
<td>0.4923 0.7430</td>
<td></td>
<td>3.65</td>
</tr>
</tbody>
</table>

Table 2: Parameter importance and identified optimal hyperparameters for a diverse set of datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>L_Rate</th>
<th>N_Esti</th>
<th>NL</th>
<th>MD</th>
<th>MCS</th>
<th>Subsample</th>
<th>OOV</th>
<th>TrialsNo</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sindh</td>
<td>0.5726</td>
<td>0.1975</td>
<td>0.0246</td>
<td>0.0144</td>
<td>0.0096</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Blueberry</td>
<td>0.4282</td>
<td>0.4045</td>
<td>0.0167</td>
<td>0.0088</td>
<td>0.0181</td>
<td>0.0056</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>FAO</td>
<td>0.7381</td>
<td>0.1644</td>
<td>0.0291</td>
<td>0.0023</td>
<td>0.0018</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>

Optimal Hyperparameters

<table>
<thead>
<tr>
<th>Model (s)</th>
<th>L_Rate</th>
<th>N_Esti</th>
<th>NL</th>
<th>MD</th>
<th>MCS</th>
<th>Subsample</th>
<th>OOV</th>
<th>TrialsNo</th>
</tr>
</thead>
<tbody>
<tr>
<td>rgpe_prf</td>
<td>0.09912</td>
<td>36</td>
<td>412</td>
<td>31</td>
<td>16</td>
<td>0.9000</td>
<td>0.0019</td>
<td>50</td>
</tr>
<tr>
<td>sgpr_prf</td>
<td>0.0489</td>
<td>90</td>
<td>476</td>
<td>90</td>
<td>30</td>
<td>1</td>
<td>0.0116</td>
<td>50</td>
</tr>
<tr>
<td>rgpe_gp</td>
<td>0.03</td>
<td>101</td>
<td>209</td>
<td>101</td>
<td>30</td>
<td>0.7000</td>
<td>0.0236</td>
<td>50</td>
</tr>
</tbody>
</table>

Table 3: Comparative analysis of proposed framework with current SOTA.

<table>
<thead>
<tr>
<th>RefStudy</th>
<th>Dataset</th>
<th>Method(s)</th>
<th>MSE</th>
<th>MAE</th>
<th>RMSE</th>
<th>R_Square</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obie et al. (2020)</td>
<td>Wild Blueberry</td>
<td>XGBoost</td>
<td>0.0639</td>
<td>0.1519</td>
<td>0.2527</td>
<td>0.9380</td>
</tr>
<tr>
<td>Seireg et al. (2022)</td>
<td>Wild Blueberry</td>
<td>Stacking</td>
<td>0.01756</td>
<td>–</td>
<td>0.1325</td>
<td>0.9840</td>
</tr>
<tr>
<td>Borren and Borrero-Dominguez (2023)</td>
<td>Wild Blueberry</td>
<td>Hybrid AKF-SVR, Hybrid AKF-NAR</td>
<td>–</td>
<td>7.86, 7.93</td>
<td>13.37, 16.73</td>
<td>0.973, 0.958</td>
</tr>
</tbody>
</table>

Proposed Framework

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method(s)</th>
<th>MSE</th>
<th>MAE</th>
<th>RMSE</th>
<th>R_Square</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wild Blueberry</td>
<td>rgpe_prf</td>
<td>0.0142</td>
<td>0.0853</td>
<td>0.119</td>
<td>0.9865</td>
</tr>
<tr>
<td>FAO and World Bank</td>
<td>GF</td>
<td>0.0176</td>
<td>–</td>
<td>0.3430</td>
<td>0.9227</td>
</tr>
<tr>
<td>FAO and World Bank</td>
<td>XGBoost</td>
<td>–</td>
<td>0.0936</td>
<td>0.1812</td>
<td>0.9800</td>
</tr>
<tr>
<td>FAO and World Bank</td>
<td>CK-NN, CDT, CMRL</td>
<td>–</td>
<td>0.0160, 0.088, 0.0315</td>
<td>–</td>
<td>0.9503, 0.9465, and 0.8380</td>
</tr>
<tr>
<td>FAO and World Bank</td>
<td>MLP-SMO</td>
<td>–</td>
<td>–</td>
<td>0.13</td>
<td>0.96</td>
</tr>
</tbody>
</table>

Proposed Framework

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method(s)</th>
<th>MSE</th>
<th>MAE</th>
<th>RMSE</th>
<th>R_Square</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sindh Crops</td>
<td>rgpe_prf</td>
<td>0.0020</td>
<td>0.0157</td>
<td>0.0447</td>
<td>0.8437</td>
</tr>
</tbody>
</table>

4. Results and discussion

This section discusses the results obtained by the proposed framework for three diverse agriculture crop datasets employed in this study. Table 1 comprehensively evaluates three meta-knowledge-transfer algorithms using performance metrics. Using the Sindh Crops Dataset, this framework demonstrated remarkable results in terms of MSE, MAE, scaled MSE, and MAE, as well as R-Square. Particularly for the Ranking-weighted Gaussian Process Ensemble (‘rgpe_prf’) algorithm, it recorded MSE of 0.0020 and MAE of 0.0157, indicating high accuracy and a well fit of \( R^2 = 0.8437 \). Furthermore, in the first row of the table for the Sindh Crops Dataset, the value of “AvgTime/Epoch” for the rgpe_prf model is 5.93. This represents the average time unit in seconds taken per epoch during the training process of the proposed model. Conversely, sparse Gaussian process regression (‘sgpr_prf’) performs less effectively, displaying higher MSE and MAE values and a low \( R^2 \) of 0.0877. Furthermore, using the Wild Blueberry dataset, ‘rgpe_prf’ excels with a remarkably low MSE of 0.0142 and MAE of 0.0853, accompanied by a maximum \( R^2 \) of 0.9865, and the value of “AvgTime/Epoch” is 2.85 s that indicates the excellent fit. However, ‘sgpr_prf’ falls behind with significantly higher MSE and MAE values (\( R^2 = 0.5176 \)). The framework on FAO and World Bank Dataset showcases ‘rgpe_prf’ as the superior performer with a low MSE of 0.0294, MAE of 0.0787, and
a commendable $R^2$ of 0.9708, the value of average time per epoch is 3.68 s while other models exhibit varying levels of performance. Hence, the Sindh Crops and FAO & World Bank Datasets contain a larger number of samples, which is why the average time per epoch is higher.

Whereas Table 2 presents the importance of parameters in the proposed meta-knowledge guided framework. The parameters are listed along with their corresponding importance scores, which indicate their impact on the model’s performance. This study maintained this feature’s importance for all the algorithms used by the proposed framework. Here, it presents the usage of the hyperparameter’s importance score. As evident from Table 1 the Sindh dataset learning rate (L_Rate) parameter has the highest importance of (0.5726), followed by n_estimators (N_Esti) as (0.1975), Num Leaves (NL) as of (0.0246), and Other parameters, such as max_depth (MD) min_child_samples (MCS), and sub-samples, have lower importance scores, suggesting a relatively lesser impact on the model’s performance. However, the Blueberry dataset’s learning rate parameter has the importance of (0.4282), n_estimators of (0.4045), NL of (0.0167), and Other parameters, such as max_depth, min_child_samples and subsample of (0.0056) have lower importance scores showing minor influence on the model’s performance. The FAO and World Bank dataset, learning_rate parameter contains the importance of (0.726011), n_estimators of (0.4045), NL of (0.01644), NL of (0.0291), and Other parameters, such as max_depth, min_child_samples and a subsample of (0.0018) implying a less impact on the model’s performance.

Furthermore, the second part of Table 2 shows the optimal hyperparameters and best-performing models and their corresponding optimal hyperparameter values for diverse datasets. For the Sindh Agriculture Crops dataset, the topov3-prf model achieved optimal performance for best hyperparameter optimization with a learning rate of 0.00912, N_Estimators of 36, num_leaves of 412, Max depth of 31, Minimum Child Samples of 16, the subsample of 0.9000, and the optimal objective value is 0.0019. In the case of the Blueberry dataset, the sgr-prf model showcased superior performance with a learning rate of 0.048895, N_estimators of 98, num_leaves of 476, max_depth of 90, min_child_samples of 30, and a subsample of 1.0. and the optimal objective value is 0.011635. For the FAO and World Bank dataset, the rgpe_gp model emerged as the top performer with a learning rate of 0.3000, N_estimators of 101, num_leaves of 209, max_depth of 101, min_child_samples of 30, subsample of 0.7000, and optimal objective value of 0.0236. All these optimal hyperparameter values were obtained through an optimization process involving 50 trials, emphasizing their significance in maximizing model performance for each dataset. These numeric results empower researchers and practitioners in agriculture with valuable guidance for selecting appropriate models and optimizing hyperparameters, ultimately enhancing the precision of agricultural yield estimation, data analysis, and decision-making processes.

This study conducted a comprehensive performance analysis of a meta-knowledge transfer, including numerical evaluations outlined in Table 1. Additionally, we plotted the convergence and scatter plots of the RGPE algorithm for three distinct datasets employed in this study. The performance of these meta-knowledge transfer algorithms is visually depicted in Figs. 4 to 6, where the individual data points are represented as small dots. The plots’ x-axis corresponds to observation iterations from 0 to 50, while the y-axis indicates the respective objective values. These visualizations provide a clear representation of the algorithms’ behavior and their impact on the datasets.

To analyze the convergence behavior, we divided the observation time into intervals of ten epochs. We calculated the mean and variance of the best optimal observation within each interval. The convergence curve plots in three Figs. 4 to 6 show the decreasing trend of the objective value over time, indicating the optimization process’s development over iterations. The convergence curve provides insights into the effectiveness and efficiency of the RGPE algorithm in identifying optimal hyperparameters. The shape of the curve and its convergence rate demonstrate the algorithm’s ability to locate the optimal hyperparameters. Additionally, each scatter plot for RGPE displays the predicted yield production observations on the y-axis and the true yield production on the x-axis. These scatter plots effectively depict the relationship between the true and predicted yield production observations.

4.1. Comparative analysis

This section presents a Table 3 that discusses a comparative analysis of state-of-the-art crop yield estimation methods. However, all these SOTA methods typically use a single dataset. This model has distinct advantages compared to addressing limitations in current state-of-the-art methods, like automatic hyperparameter optimization and meta-knowledge transferability for yield estimation. This framework achieves robustness and better performance by adapting hyperparameters based on acquired meta-knowledge. Additionally, the transfer of meta-knowledge from base tasks enhances the model’s ability to leverage prior insights, improving overall accuracy in target task adaption for yield estimation. The performance of the proposed framework and other recent methods, including Obsie et al. (2020) with XGBoost, and Seireg et al. (2022) utilizing Stacking with multiple models, applied to the Wild Blueberry dataset, was evaluated using multiple evaluation metrics. It is worth noting that some of the recent methods did not use normalized values. However, In this study, the values were normalized using a derived standard value obtained by dividing it by the corresponding metric value mentioned in the referenced paper. This normalization was performed by taking the standard deviation of the original Wild Blueberry, FAO, and World Bank datasets, ensuring consistency and improved comparability across different methods. Such as, study (Obsie et al., 2020) presented an un-normalized value of RMSE 343.026, and with our derived normalized standard method, this value is presented as 0.2527 (343.026/1356.9552 = 0.2527).

Obsie et al. (2020) achieved an MSE of 0.0639, an MAE of 0.1519, an RMSE of 0.2527, and an $R^2$ of 0.9380, indicating a good fit between the predicted and true yield values.

Seireg et al. (2022), reported an MSE of 0.01756, an RMSE of 0.1325, and an $R^2$ of 0.9840, suggesting a strong correlation between the predicted and true yield values in terms of MSE and RMSE. Furthermore, The approach by Borreiro and Borreiro-Dominguez (2023) involved a Hybrid Alternative Kalman Filter-support vector regression (AKF-SVR) and Hybrid Alternative Kalman Filter Nonlinear Autoregressive (AKF-NAR), yielding MAE values of 7.86 and 7.93, RMSE values of 13.37 and 16.73, and $R^2$ values of 0.973 and 0.958, respectively. This approach demonstrated reasonable performance and correlation between the predicted and true yield values. However, it is important to note that this approach still has the above-mentioned limitations. In comparison, the proposed Meta-Knowledge-Guided framework, utilizing the RGPE approach, demonstrated exceptional performance on the Wild Blueberry dataset, achieving an MSE of 0.0142, MAE of 0.0853, RMSE of 0.119, and an $R^2$ of 0.9865, demonstrating its superiority over the other methods.

For the FAO and World Bank dataset, Aworka et al. (2022) implemented Crop Random Forest (CRF), resulting in an MSE of 0.117649, an RMSE of 0.1325, and an $R^2$ of 0.9272. However, a specific MAE value was not reported. Mariadass et al. (2022) employed XGBoost with data on crop yield and pesticides obtained from the FAO and data on rainfall and temperature collected from World Bank Open Data. Although the exact MSE and RMSE values were not disclosed, they achieved an $R^2$ of 0.98, indicating a reasonably accurate fit to the data. Cedric et al. (2022) utilized crop k-Nearest Neighbor (Ck-NN), Crop Decision Tree (CDT), and Crop Multivariate Logistic Regression (CMRL) with the FAO and World Bank datasets. They reported MAE values of 0.0160, 0.088, and 0.0315 and $R^2$ values of 0.9503, 0.9465, and 0.8380, respectively. However, specific MSE and RMSE values were not provided for their approach. Ahmed (2023) employed Multi-Layer
Fig. 4. Performance Analysis: Convergence and Scatter Plots of Meta-Knowledge Transfer on Wild Blueberry Dataset.

Fig. 5. Performance Analysis: Convergence and Scatter Plots of Meta-Knowledge Transfer on FAO & World Bank Dataset.
Perceptron-Spider Monkey Optimization (MLP-SMO) with the FAO and World Bank datasets. They achieved an RMSE of 0.13 and \( R^2 \) value of 0.96.

In comparison to the OSTA methods, the proposed framework, applying the RGPE method to the FAO and World Bank dataset, achieved a competitive performance with MSE of 0.0294, MAE of 0.0787, RMSE of 0.1714, and \( R^2 \) of 0.9708, indicating accurate predictions and a strong relationship between the predicted and true yield values. It is important to note that this study normalized the values in the proposed work using a specific standard value for the FAO dataset, ensuring consistency and comparability with other methods.

Lastly, for the Sindh crops, which is a private dataset, our proposed Meta-Knowledge Guided framework, by using the RGPE method, yielded an impressive MSE of 0.0020, an MAE of 0.0157, an RMSE of 0.0447, and \( R^2 \) of 0.8437, demonstrating accurate predictions and a satisfactory fit. The comprehensive analysis of the comparative results highlights the effectiveness of our proposed framework, showcasing superior performance in terms of MSE, MAE, RMSE, and \( R^2 \) across different datasets. These findings contribute to advancing crop yield estimation methods, emphasizing the potential and significance of the RGPE transferable meta-model in accurately predicting and estimating crop yields.

5. Conclusion

This study introduces a novel meta-knowledge-guided framework for precise crop yield estimation, addressing hyperparameter optimization, meta-knowledge transferability, robustness, and model generalizability across diverse agricultural datasets. The framework utilizes LightGBM for base tasks and integrates Bayesian Optimization to extract knowledge insights for the meta-model. This integration enables dynamic hyperparameter optimization, ensuring optimal performance and effective transfer of meta-knowledge for the target tasks using RGPE, SGPR, and TOPOV3 algorithms. The extensive experimental results underpin the effectiveness of the framework with the rgpe_prf algorithm consistently delivering strong performance, as evidenced by a maximum \( R^2 \) of (0.9865, 0.9708, and 0.8437) and exhibit excellent accuracy as indicated by low MSE, MAE, and RMSE values in comparison with SOTA. However, sgpr gp and sgpr_prf algorithms potentially lower \( R^2 \) and higher MSE, MAE, and RMSE values than RGPE and TOPOV3.

Our findings contribute to advancing the field of crop yield estimation and provide a novel, practical, and robust solution. This study could extend the meta-knowledge transferable approach to incorporate additional private diverse datasets to enhance and evaluate its performance across different crop types and geographic regions.
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