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ABSTRACT 

Technologies such as speech recognition, eye tracking, and mechanical switches present 

alternative opportunities to make coding more accessible for people with physical 

impairments. These technologies have previously been explored independently to assess 

their potential for supporting development work, although each input method exhibits 

unique strengths and challenges. A multimodal approach utilising different combinations of 

these technologies holds significant potential to address the individual limitations of each 

technology. However, there has been a lack of research to date investigating how these input 

approaches can be combined and the extent to which they can support inclusive coding 

experiences for people with physical impairments. 

To address the limited work in this area, three independent research studies were conducted 

investigating multimodal input approaches for disabled developers. The first study focused 

on developing a research prototype utilising a combination of speech, gaze and mechanical 

switches to support writing and editing syntax. A user evaluation with 29 non-disabled 

developers found that the system was perceived positively in terms of usability and 

facilitated the successful completion of common coding activities. A follow-up study with 

five developers who have physical impairments validated that this target audience could 

successfully utilise the multimodal approach to complete standard coding tasks. 

The second study investigated the usability and feasibility of different multimodal voice 

coding approaches (i.e. natural language and fixed commands) in conjunction with a 

mechanical switch to support coding activities. A comparative study with 25 non-disabled 

developers found that both approaches demonstrated similar levels of efficacy and usability, 

although participants highlighted significant potential in terms of natural language coding. 

This approach was therefore developed further and evaluated within a multi-session study 

with five developers who have physical impairments. Results validated the feasibility of the 

multimodal natural language approach to support developers in successfully completing 

coding activities.  

The final study investigated the efficacy of tailoring code navigation features commonly 

used within mainstream development environments (i.e. “Find by Reference”, “Go to 

Definition”, and “Find”) for multimodal voice and mechanical switch interaction. A user 
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evaluation with 14 developers who have physical impairments highlighted that the code 

navigation approaches were efficient to utilise and demonstrated a high-level of usability. 

The contributions presented in this thesis highlight how the combination of different 

alternative input methods can provide more inclusive coding experiences for developers 

with physical impairments. 
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1 INTRODUCTION 

Software development encompasses multiple activities including designing, writing, 

understanding, testing, editing, and debugging code (Snell, 2000; LaToza et al., 2006; 

Minelli et al., 2015; Rosenblatt et al., 2018). Developers typically use Integrated 

Development Environments (IDEs) as a tool to support the writing and management of code 

(e.g. Visual Studio Code (2023), Brackets (2023) and Atom (2023)). These applications 

provide a wide range of standard features such as syntax highlighting, code navigation, 

autocompletion, refactoring, and versioning to facilitate developer workflows and manage 

large codebases (Albusays et al., 2017; Chi and Naik, 2019). These IDEs require the use of 

traditional input devices (i.e. a mouse and keyboard) to control applications and support 

interactions tailored for these tools. However, this can cause significant accessibility issues 

for people with physical disabilities who may have difficulty controlling these 

devices (Hubbell et al., 2006; Delimarschi et al., 2014). This can result in disabled people 

being excluded from development work and the opportunity to have technical careers in this 

area (Wagner and Gray, 2015; Rosenblatt et al., 2018; Marshall, 2022).  

To address broader accessibility issues associated with controlling digital applications, 

developers typically require the use of different assistive technologies to control the 

interface (Creed, 2018; Wong, 2020). In particular, people with physical impairments 

commonly use tools such as mechanical switches (Anson, 1994; Lancioni et al., 2008; Di 

Ferrante and Bouchard, 2020; Elsahar et al., 2021), head tracking (Haque et al., 2021), voice 

control (Desilets, 2001; Wagner and Gray, 2015; Joshi and Bein, 2020; Aziz et al., 2022), 

and eye gaze interaction (Bednarik and Tukiainen, 2006; Bergstrom and Schall, 2014; 

Sharafi et al., 2020; Casarini et al., 2020). These tools can make interactive experiences 

accessible to varying levels, although each approach has different strengths and limitations 
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(Hu et al., 2011; Majaranta and Bulling, 2014; Borgestig et al., 2017). For instance, voice 

control can present a number of advantages over traditional input methods such as a more 

natural input paradigm (Gaikwad et al., 2010; Malik et al., 2021), a “hands-free” solution 

(Dai et al., 2003), and more efficient interactions across a range of scenarios (Martin, 1989; 

Hauptmann and Rudnicky, 1990; Ruan et al., 2016; Kim et al., 2019; Sims, 2022). However, 

it also presents a range of known challenges such as recognition accuracy (Wagner and 

Gray, 2015; Rosenblatt et al., 2018), performance issues in noisy environments (Suhm et 

al., 2001; Krishna et al., 2019), and poor mapping to standard interface designs optimised 

for mouse and keyboard input (e.g. in terms of being impractical for pointing actions 

(Rozado et al., 2016)). 

Similarly, gaze input can present a number of accessibility benefits such as supporting 

complete application control via eye movements alone (Casarini et al., 2020; Lewien, 2021), 

as well as facilitating efficient target acquisition and selection of interface targets (Porta and 

Ravelli, 2009; Mott et al., 2017; Kumar et al., 2020). However, limitations also include 

challenges associated with selecting small targets (Miniotas et al., 2006; Biswas and 

Langdon, 2011) and the well-known Midas touch issue where each fixation on an interface 

target can activate selection of that object (leading to unintentional selections) (Jacob and 

Karn, 2003; Rajanna and Hammond, 2018). Furthermore, mechanical switches (e.g. large 

portable buttons) can make interfaces more accessible for people with severe motor 

impairments, although this can also be a tedious and time-consuming method for controlling 

digital systems (Kennedy et al., 2000; Krausz et al., 2003; Elsahar et al., 2019, 2021). In 

terms of IDEs, each of these assistive tools presents opportunities to make coding more 

accessible for people with physical impairments (Soto Munoz et al., 2019; Joshi and Bein, 

2020). Whilst some initial work has explored the feasibility of these input devices in this 

domain (Begel and Graham, 2005; Wagner and Gray, 2015; Rosenblatt et al., 2018), we still 

lack a deeper understanding around the potential of these methods to support disabled 

developers.  

In particular, a multimodal approach combining different types of tools could present 

interaction benefits through utilising the strengths of each input method (Beelders and 

Blignaut, 2010; Van Der Kamp and Sundstedt, 2011; Creed et al., 2020; Sengupta et al., 

2020)– for instance, the use of speech input can help in addressing issues associated with 

the selection of small targets using gaze, while typing code via gaze can help in reducing 
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speech misrecognition issues. Additionally, this approach provides developers with the 

ability to seamlessly transition between different modes according to their personal 

preferences (Rozado et al., 2016; Sengupta et al., 2018). However, there has again been a 

lack of work exploring the potential of this approach to support the writing, editing, and 

management of code. This is a particularly pertinent area given the rise of more hybrid and 

remote working practices resulting from the Covid-19 pandemic (Gratton, 2021; Ateeq, 

2022). This therefore represents a crucial and timely area requiring further work to 

understand better the potential of assistive technologies and alternative input methods to 

make coding more accessible for people with physical impairments.  

1.1 Research Questions 

To investigate the potential of alternative methods to support disabled coders, this thesis 

initially explores the use of a multimodal approach (i.e. a combination of speech, gaze, and 

mechanical switches) to support the writing and editing of code. The rationale for initially 

focusing on these specific input devices is elaborated on further in Chapter 2, although 

crucial reasons relate to the increased availability and potential of these methods to support 

people with physical impairments. Results from this work identified some interaction 

challenges associated with eye gaze interaction in this context, so the research focus 

subsequently shifted to a multimodal voice and switch interaction technique. In particular, 

an emphasis is placed on utilising a multimodal voice and switch approach to compare 

natural language coding methods against using a fixed grammar comprised of predefined 

vocal commands. The motivation for focusing on these two approaches was driven by a lack 

of comparative work exploring the strengths and limitations of both approaches in the 

literature. Results from this work identified specific interaction challenges and opportunities 

associated with code navigation. This area forms the thesis's final focus, where a multimodal 

voice and switch approach is utilised to explore the feasibility of different code navigation 

features. The following research questions guided the focus of the work conducted: 

RQ1: How can multimodal approaches (utilising speech, gaze, and mechanical 

switches) support people with physical impairments in writing, editing, navigating and 

selecting code? 
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Speech recognition and eye gaze interaction have improved significantly in recent years 

with both approaches being used independently to support disabled users with software 

development activities (Begel and Graham, 2005; Radevski et al., 2016; Rosenblatt et al., 

2018; Shakil et al., 2019). Whilst each of these technologies can present accessibility 

benefits, both interaction approaches also present limitations (e.g. speech recognition issues 

(Begel and Graham, 2005; Wagner and Gray, 2015; Kim et al., 2019)) and challenges with 

the selection of small targets via gaze (Bates and Istance, 2002; Miniotas et al., 2006; 

Skovsgaard et al., 2010; Creed et al., 2020). Initial work has explored the combination of 

gaze and speech in different domains (Castellina et al., 2008; Van Der Kamp and Sundstedt, 

2011; Rozado et al., 2016; Sengupta et al., 2018), which has confirmed that the limitations 

of each method can be minimised through the complementary strengths of the other input 

modality (Beelders and Blignaut, 2010; Elepfandt and Grund, 2012; Sengupta et al., 2020). 

However, it remains unclear whether the combination of these modalities can potentially 

present a viable approach to support development work for disabled developers. 

Furthermore, other assistive devices such as mechanical switches are also widely used by 

people with physical impairments (Lancioni et al., 2008; Folmer et al., 2011), yet it is 

unclear whether the addition of a further modality can also present interaction benefits. 

Additional work is therefore required to investigate the combination of speech, gaze, and 

mechanical switches within the software engineering field to support developers with 

physical impairments.  

RQ2: To what extent can natural language and fixed grammar voice coding 

approaches support the writing, editing, navigation, and selection of code? 

The majority of studies that have explored the feasibility of voice-controlled approaches to 

support coding activities have utilised a fixed grammar approach (i.e. a predefined set of 

vocal commands) (Wagner and Gray, 2015; Rosenblatt et al., 2018; Soto Munoz et al., 

2019). Whilst this type of approach can make coding activities more accessible, it can also 

present a range of interaction challenges including issues around the cognitive load 

associated with the recall of voice commands (Good and Howland, 2017; Van Brummelen 

et al., 2020b). Alternatively, voice-controlled natural language approaches have recently 

been investigated and explored in domains such as task management (Sarmah et al., 2020), 

the creative sector (Srinivasan et al., 2019), and home automation systems (Pradhan et al., 

2018; Lau et al., 2018; Ramadan et al., 2021). This approach can potentially address issues 
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associated with the recall of commands, although it can present unique challenges around 

systems being able to understand and interpret a user’s intent appropriately. Both 

approaches have been explored independently, yet it remains unclear which approach might 

be optimal for performing coding activities. Moreover, no work to date has examined the 

viability of natural language approaches with disabled developers, so it remains unclear 

whether this is feasible for this target audience. Further work is therefore required to better 

understand the strengths and limitations of fixed grammar and natural language methods, as 

well as disabled developers’ preferences in relation to these two methods.  

RQ3: How can a multimodal speech and switch interaction approach facilitate efficient 

code navigation? 

Code navigation has been shown to constitute 35% of development time (Ko et al., 2006) 

with coders requiring efficient navigation tools to support syntax understanding, locate 

specific code snippets, and for debugging purposes (Bragdon et al., 2010; Piorkowski et al., 

2013; Baker et al., 2015; Shakil et al., 2019). Initial research utilising voice-based coding 

has investigated simple inline code navigation features such as moving to specific line 

numbers and cursor positioning within a line (Begel and Graham, 2005; Rosenblatt et al., 

2018). However, there are also a range of commonly used navigation features used within 

mainstream IDEs such as “find all references”, “go to definition”, and “find”, which have 

not yet been explored in the context of interaction approaches utilising voice input. It 

remains unclear whether these approaches can be tailored for multimodal voice and switch 

control to support efficient code navigation via alternative methods. Further research is 

therefore required to investigate the potential of these features to support developers with 

physical impairments in navigating code.   

1.2 Thesis Contributions 

The primary contribution of this thesis is a more thorough understanding around the 

strengths and limitations of alternative interaction methods to support people with physical 

impairments in performing coding activities such as writing, editing, and navigation of 

syntax. The main contributions are detailed below:  
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• The development of a novel multimodal inclusive coding environment utilising a 

combination of voice control, eye gaze input, and mechanical switches for writing, 

editing, and navigating HTML and CSS code [Chapter 3]. 

 

• The first empirical investigation into the feasibility of a multimodal approach integrating 

speech, gaze and switch input to support people with physical impairments. Results 

found that non-disabled users could complete a series of standard coding tasks and 

perceived the multimodal input approach to be intuitive and simple to operate. A follow-

up evaluation with developers who have physical impairments validated that they could 

also successfully complete a range of common coding activities via the prototype 

[Chapter 3]. 

 

• An exploratory study investigating the types of speech commands developers would 

prefer to use when writing, editing, and navigating code via speech input [Chapter 4]. 

 

• The development of two multimodal speech and switch interaction approaches to 

support developers with physical impairments in writing and editing code – one utilising 

a fixed grammar (i.e. predefined vocal commands) and another using natural language 

input [Chapter 4]. 

 

• The first empirical investigation comparing fixed grammar and natural language 

approaches for coding activities. Results highlighted a similar level of performance 

across both approaches with participants identifying natural language input as holding 

significant future potential. A multi-session follow-up study with disabled developers 

demonstrated that the natural language approach could facilitate the successful 

completion of common coding activities [Chapter 4]. 

 

• A first exploratory study with disabled developers investigating existing voice-based 

coding navigation strategies. A key theme to emerge was a current lack of voice support 

and control for standard mainstream IDE navigation features (i.e. “Find all Reference”, 

“Go to Definition”, and “Find”) [Chapter 5]. 
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• The development of standard code navigation techniques tailored for multimodal voice 

and switch input to support disabled developers (i.e. “Find all references”, “Go to 

definition”, and “Find”) [Chapter 5]. 

 

• The first empirical evaluation of code navigation techniques such as “Find all 

References”, “Go to Definition”, and “Find” operated via multimodal speech and switch 

interaction. Results found that the navigation approaches were efficient and usable and 

enabled developers with physical impairments to successfully complete a range of 

standard navigation tasks [Chapter 5]. 

1.3 Thesis Structure 

Chapter 2 provides an introduction to disability and an overview of different forms of 

assistive technology used by people with physical impairments. Previous research focused 

around speech, gaze, and switch input is then highlighted with a particular emphasis on work 

that has investigated these methods for coding activities.  

Chapter 3 presents research exploring the potential of a multimodal approach (i.e. a 

combination of speech, gaze, and switches) to support developers with physical impairments 

in writing code. Two user evaluations are presented highlighting the usability of this 

approach with non-disabled and disabled participants. 

Chapter 4 investigates the efficacy of two multimodal speech and switch coding approaches 

– Fixed Grammar and Natural Language. An initial evaluation with non-disabled developers 

is detailed, as well as a follow-up study with disabled developers where their experience in 

using both methods is highlighted and discussed.  

Chapter 5 presents research utilising a multimodal speech and switch interaction approach 

to support code navigation activities. An initial exploratory study investigating disabled 

developers’ existing code navigation approaches is explored. The results of this study 

informed the design of a research prototype supporting a range of navigation approaches 

(tailored for multimodal voice interaction). A study involving disabled developers to 

evaluate this prototype is outlined with key findings highlighted.  
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Chapter 6 summarises all key findings and insights obtained across all three studies detailed 

in Chapters 3-5. Limitations associated with the research conducted are also highlighted, 

alongside a discussion of important future areas requiring further investigation.   

1.4 Published Work 

The following papers have been published as part of this thesis.  

• Paudyal, B., Creed, C., Frutos-Pascual, M. and Williams, I. (2020) Voiceye: A 

Multimodal Inclusive Development Environment. In Proceedings of the 2020 ACM 

Designing Interactive Systems Conference (pp. 21-33). [Core A] 

 

• Paudyal, B. (2020) Assistive Interaction Techniques to Support Disabled Developers. 

In Proceedings of the 33rd International BCS Human Computer Interaction Conference 

(BCS HCI 2020) (pp. 67-69). 

 

• Paudyal, B., Creed, C., Williams, I. and Frutos-Pascual, M. (2022) Inclusive Multimodal 

Voice Interaction for Code Navigation. In Proceedings of the 2022 International 

Conference on Multimodal Interaction (pp. 509-519). [Core A] [Best Demo Award] 

 

• Paudyal, B., Creed, C., Williams, I., and Frutos-Pascual, M. Multimodal Voice Coding 

for Developers with Physical Impairments. International Journal of Human-Computer 

Interaction [SJR Q1 (Human Factors and Ergonomics) – Impact Factor: 4.920] – 

In Submission 

1.5 Covid-19 

This research was completed before and during the COVID-19 pandemic. Research studies 

and data collected during and after the pandemic followed COVID-19 safety guidelines. 
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2 BACKGROUND AND RELATED WORK 

This chapter reviews literature related to disability and assistive technology, emphasising 

speech, gaze, and multimodal input as interaction approaches to assist people with physical 

impairments. To establish the research context, disability is first discussed and defined, 

followed by an overview of the various technologies employed by people with physical 

impairments to address accessibility barriers. This is followed by an exploration of research 

investigating the efficacy of speech interaction in various domains with a particular 

emphasis on voice coding. Similarly, research examining the use of gaze interaction is then 

introduced with specific coverage of studies that have examined the use of this method to 

support coding activities. Research investigating the combination of speech and gaze as a 

multimodal interaction approach is then highlighted and discussed. Finally, the chapter 

concludes with a summary of key gaps in the literature where further research is required. 

2.1 Disability (Physical Impairment) 

Disability is regarded as a universal public health issue with approximately 15% of the 

global population experiencing some form of disability (Disability and Health, 2022). 

Recent studies estimate that 22% (14.6 million) of the United Kingdom is affected by some 

form of disability leading to challenges in their day-to-day activities (Gov UK, 2021). 

Common forms of disability include physical (Raghavan, 2015; Madaan and Gupta, 2021), 

visual (Morrison and McKenna, 2002; Hill-Briggs et al., 2007), hearing (Crow, 2008), and 

cognitive impairments (Oliver and Barnes, 2012; Sheehan and Hassiotis, 2017; Baker, 

2022). The World Health Organisation’s (WHO) International Classification of Functioning 

(WHO, 2013) defines disability as a “dynamic interaction between a person’s health 

condition, environmental factors, and personal factors”. Similarly, the Equality Act (2010) 

defines disability as “a physical or mental impairment that has a ‘substantial’ and ‘long-

term’ negative effect on the person’s ability to do normal daily activities”.  
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The research detailed in this thesis focuses primarily on new assistive approaches to support 

people with physical impairments affecting the control and movement of their upper body 

limbs. Physical impairment can be defined as an impairment of body structures such as a 

significant deviation in the nervous system or structures related to movement (Raghavan, 

2015). Physical impairments caused by a congenital condition (e.g. cerebral palsy), an 

illness or disease affecting the brain, nerves, or muscles (e.g. multiple sclerosis, amyotrophic 

lateral sclerosis), an injury to the brain, spine, or limb (e.g. spinal cord injury, stroke), or 

limb loss (e.g. amputation) can all have a negative impact on an individual's ability to 

perform daily tasks, leading to challenges associated with mobility, manual dexterity, and 

speech (Becker et al., 1997; Hill-Briggs et al., 2007). There is a broad spectrum of conditions 

that can result in physical impairments – for instance, cerebral palsy is a 

neurodevelopmental condition attributed to non-progressive issues in the developing fetal 

or infant brain and is associated with a group of disorders associated with movement, 

posture, and speech development (Bax et al., 2005). Symptoms can vary significantly 

(ranging from mild to severe) - for instance, some individuals have trouble walking and 

sitting, while others may have severe mobility and speech impairments, thereby affecting 

their communicative development (Evans et al., 1990; Geytenbeek et al., 2010; Ferreira et 

al., 2012).  

Another common form of physical impairment can result from Repetitive Strain Injury 

(RSI) that develops gradually and includes symptoms such as burning, stiffness, pain, 

cramping, or numbness in the fingers, hand, or wrist (Necas, 1996; Yassi, 1997). For 

example, studies have highlighted how RSIs can develop from the prolonged use of a mouse 

and keyboard, exacerbated by downward extension or continuous pressure on the wrist 

(Arnold et al., 2000; Snell, 2000; Desilets, 2001; Begel and Graham, 2006). Carpal tunnel 

syndrome is also similar to RSI and includes symptoms such as numbness and tingling in 

the thumb, index finger, and middle finger (Yassi, 1997; Arnold et al., 2000). A further 

example of a condition resulting in physical impairments is motor neuron disease (MND) - 

a progressive disorder in which degeneration of upper and lower motor neurons leads to 

progressive weakness of the bulbar, limb, thoracic, and abdominal muscles (Leigh and Ray-

Chaudhuri, 1994). MND includes symptoms such as the loss of speech communication, 

facial expression, and/or hand gestures, as well as lack of balance and difficulty walking 

due to muscle weakness (Miller et al., 2012; Mackenzie et al., 2016). There are also a wide 
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range of other conditions that can affect physical abilities such as limb amputation 

(Jamieson et al., 2021; Zaheer et al., 2021), arthritis (Mease et al., 2018), epicondylitis (Lai 

et al., 2018; Lenoir et al., 2019), multiple sclerosis (Oh et al., 2018; Dobson and Giovannoni, 

2019), Parkinson’s disease (Adams et al., 2017; Blauwendraat et al., 2020), and muscular 

dystrophy (Yiu and Kornberg, 2015; Duan et al., 2021). 

Disability can have significant societal implications - for instance, studies have highlighted 

that disabled people are more likely to experience social exclusion and poverty (Lindsay, 

2011; Raja, 2016). This can make them highly reliant on others, hinder their personal 

development, and negatively impact their quality of life (Lancioni et al., 2008). 

Additionally, disabled people experience significant barriers and challenges in terms of 

employment opportunities and are under-represented in the workforce (Bell and 

Heitmueller, 2009; Whitehead et al., 2009; Lindsay, 2011; Hogan et al., 2012; Vornholt et 

al., 2018). Efforts have been undertaken to increasingly include disabled people in the labour 

market – for instance, the UK Government passed the Disability Discrimination Act in 1995, 

intending to end discrimination against disabled people by protecting employees and 

providing greater access to goods, facilities and services (Shaw and Coles, 2004; Pope and 

Bambra, 2005; Bell and Heitmueller, 2009).  Furthermore, technological advancements 

(such as mobile applications and personal computers) enabled disabled people to enter 

employment and work professionally (Hogan et al., 2012; Macdonald and Clayton, 2013; 

Graham et al., 2018). However, despite these technological advancements increasing 

employment opportunities for disabled people, previous research has identified barriers 

associated with the “digital divide” when accessing work opportunities that can lead to 

exclusionary outcomes (Pieper et al., 2003; Macdonald and Clayton, 2013; Mavrou and 

Hoogerwerf, 2016).  

Moreover, studies have highlighted that people with impairments are frequently overlooked 

during the design phase of systems due to the misconception that doing so requires 

additional effort, time, complexity, and expense. This results in tools that are not accessible 

to these user groups, thus presenting interaction barriers resulting in them being excluded 

from using mainstream applications (Mankoff et al., 2005; Beelders and Blignaut, 2010; 

Abualghaib et al., 2019). Common digital technologies such as computers, tablets, and other 

mobile devices typically require the dexterity of human hands to control them, which can 

present significant challenges for people with physical impairments (Desilets, 2001; Begel 
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and Graham, 2005; Rosenblatt et al., 2018; De León Cordero et al., 2021). Similarly, these 

tools present substantial obstacles when performing actions such as clicking elements and 

focusing a mouse over small interface targets within digital experiences (e.g. buttons, icons, 

links) (Giakoumis et al., 2014; Valencia et al., 2017). Furthermore, prolonged use of input 

devices such as a mouse and keyboard is associated with an increased risk of RSI and carpal 

tunnel syndrome (CTS), which in turn can also present accessibility challenges (Arnold et 

al., 2000; Snell, 2000; Begel and Graham, 2006).   

These factors can lead to the exclusion of disabled individuals from development work and 

the opportunity to pursue technical careers (Wagner and Gray, 2015; Rosenblatt et al., 

2018). It is hard to quantify the exact number of developers with physical impairments, 

although the percentage of developers who self-reported having some form of physical 

impairment in the 2022 Stack Overflow survey (StackOverflow, 2022) was less than one 

percent (in relation to 70,000 responses from developers). According to the US National 

Bureau of Labour Statistics (Labour Statistics, 2021), only about 3% of workers in the 

computing and mathematical professions have a disability, compared to the US Census 

Bureau's estimate of approximately 20.6% of the general population. These figures suggest 

that developers with physical impairments remain underrepresented in the software 

development industry (Rosenblatt, 2017; Marshall, 2022). 

Research has explored different approaches to make digital systems accessible for people 

with impairments resulting in the development of commercial products and research 

prototypes. For instance, research has explored interaction techniques such as eye trackers, 

speech recognition, motion tracking, and gesturing as alternative input methods, which can 

have a profoundly positive effect on the daily lives of disabled people (Hurst and Tobias, 

2011; Creed, 2018; Petrie et al., 2018). The following section provides a general overview 

of assistive technologies commonly utilised by people with physical impairments.  

2.2 Assistive Technologies 

Assistive technology (AT) is typically defined as a device, product, or piece of equipment 

acquired commercially off the shelf, modified or customised to support an individual’s 

functional capabilities, thus enabling them to perform tasks they might not be able to do 

otherwise (Brown, 1992; Wilcox et al., 1999; Hurst and Tobias, 2011; Bennett et al., 2018; 
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Creed, 2018; Gatchalian, 2019). Assistive technologies for people with physical 

impairments can range from “low tech” physical solutions (e.g. switches, magnifiers, and 

walking sticks) to “high-tech” digital applications offering alternative methods to control 

systems (i.e. speech recognition, touch technology, eye gaze interaction) (Reichle, 2011; 

Iacono et al., 2013). The following subsections provide a high-level overview of key 

assistive technologies utilised by people with physical impairments (including benefits and 

limitations) before covering speech and gaze interaction in further detail (which forms the 

core focus of technology utilised in this thesis).  

Alternative Keyboard and Mouse Devices: Researchers have explored adjustments to 

conventional keyboard designs to make them more adjustable, ergonomic and effective for 

supporting people with physical impairments (Brodwin et al., 2004; Henzen and Nohama, 

2016; Nagendran et al., 2021). Several ergonomic keyboard designs, such as split and tented 

keyboards, negative slope devices, and keyboards with altered key positions, have been 

studied to reduce the physical demands of muscle tension during typing (Figure 2.1)  (Smith 

et al., 1998; Marklin and Simoneau, 2001). Researchers have also investigated how virtual 

keyboards can be operated using additional input devices such as eye gaze, touch and head 

control (Henzen and Nohama, 2016). Studies have highlighted that these physical and 

virtual keyboards relieve the burden on shoulders and neck, provide more comfort, and 

decrease fatigue in arms and hands while typing (Lincoln et al., 2000; Gür et al., 2020; 

Nagendran et al., 2021). Similarly, studies have explored alternative mouse-pointing 

devices such as a trackball, touchpad, and vertical mouse as interaction approaches for 

people who may experience challenges using traditional designs (Figure 2.2)  (Lee, 2005; 

Ziefle, 2019).  
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Figure 2.1: Microsoft Natural keyboard, an example of a Fixed-split keyboard. Image courtesy of  

McLoone et al. (2010) 

 

Studies have highlighted that these devices decrease shoulder exertion, neck and shoulder 

muscle activity, and shoulder elevation (Bruno Garza and Young, 2015). Despite these 

benefits, research has highlighted several issues associated with the use of these devices - 

for instance,  prolonged overuse of the tools and adopting a certain sitting posture can cause 

tiredness and can also lead to other types of injuries (Tiric-Campara et al., 2014; Mani, 

2018).  

 

 

Figure 2.2: A vertical mouse from Penguin Ambidextrous. Image courtesy of Penguin (2021) 

 

Touch Interaction: With the advancement of touch-enabled devices such as smartphones 

and tablets, touch has become an essential interaction approach as it can provide a natural 

input experience through the manipulation of onscreen objects without the direct use of any 

intermediary devices (Guerreiro et al., 2010; Mott et al., 2016; Gheran et al., 2018). The 
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accessibility of this input method has also been investigated with users who have physical 

impairments (Kane et al., 2009; Anthony et al., 2013) - for instance, studies have highlighted 

that touch-enabled devices can facilitate faster interactions than a mouse (Anthony et al., 

2013; Findlater et al., 2017). Additionally, digital buttons on a screen require less force to 

tap than physical buttons, resulting in less fatigue and pain (Irwin and Sesto, 2012; Naftali 

and Findlater, 2014). However, whilst touch can potentially make the interface easier to 

control, it also presents accessibility issues – for example, users typically have to suspend 

an arm, extend a finger and slide fingers across the screen (to perform swipes and strokes), 

which can be problematic for people with limited motor control (Mott et al., 2016; Gheran 

et al., 2018). Similarly, Findlater et al. (2017) highlighted that people with physical 

disabilities have a much higher error rate when making selections that involve touch, whilst 

Trewin et al. (2013) reported that people might encounter interaction challenges such as 

activating other features by accident when using touch (e.g. zooming instead of tapping).  

Head Tracking: Researchers have also explored using head-tracking as an interaction 

method (Zapala and Balaj, 2012; Rodrigues et al., 2017). This approach has received 

significant attention over the past decade as detecting head movements can be easily 

captured through standard video cameras (Al-Rahayfeh and Faezipour, 2013; Sahadat et al., 

2018; Elsahar et al., 2019). Numerous studies have examined the use of head tracking for 

controlling digital applications with a particular emphasis on cursor control (Machado et al., 

2013; Rodriguez-Cartagena et al., 2015; Sahadat et al., 2018). Similarly, studies have also 

investigated the use of head tracking to facilitate navigation, obstacle recognition and 

automatic movement within a wheelchair (Manogna et al., 2010; Haque et al., 2021). 

However, whilst head tracking can make interface control somewhat accessible, there are 

also unique challenges associated with this technology, such as the inability to make 

continuous head movements or to exert sufficient control when fine movements are required 

(Ossmann et al., 2012). Similarly, people with physical disabilities may have limited neck 

motion and, as a result, a reduced ability to move the head in one or more directions (Karpov 

et al., 2004). 

Mechanical Switches: Switches can range from simple physical buttons to head, foot or 

breath-controlled devices that can be activated more easily by people with limited motor 

control via applying pressure on a large button (e.g. using hands, fingers, arms, or feet) 

(Wilcox et al., 1999; Lancioni et al., 2008; Geytenbeek et al., 2010; Ntoa et al., 2014; 
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Standen et al., 2014). Switch-based interaction typically employs an indirect selection 

approach (also known as a scanning process) which involves intermediary steps for making 

selections within an interface. During the scanning process, items are highlighted in an 

application (for a predetermined amount of time), and the user can select their desired 

highlighted item by pressing the switch (Figure 2.3)  (Biswas and Robinson, 2007; Folmer 

et al., 2011). Studies have highlighted that mechanical switches can provide a more robust, 

simple, and accessible input approach for people with physical impairments (Anson, 1994; 

Tai et al., 2008). More recently, mechanical switches have been combined with other 

modalities to make a multimodal interaction technique to support people with physical 

impairments in creative tasks (Creed et al., 2020; Aziz et al., 2021, Aziz et al.,2022). In their 

work, switches were combined with other input approaches such as speech and gaze to 

control the interface. However, whilst switches can make some applications more 

accessible, prolonged use has also been shown to cause mental and physical fatigue 

(Kennedy et al., 2000; Krausz et al., 2003).  

 

 

Figure 2.3: (a) A sample visual scanning interface activated via switch scanning. The yellow box moves 

vertically across the lines until a selection is made, followed by a gliding green box moving 

horizontally across the highlighted line until a letter is selected, (b): two switches. Image courtesy of 

Elsahar et al.(2019) 

 

Two further technologies that have been explored extensively in terms of alternative 

interaction methods are speech and gaze interaction. Both have become more readily 

available in recent years and can support accessible interfaces for people with physical 

impairments. Furthermore, studies have started investigating the potential of these methods 
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to support coding and development activities which can benefit disabled coders. A more 

detailed review of these specific technologies is provided below, alongside a review of 

research on multimodal interfaces investigating the potential of combining both of these 

technologies to provide more inclusive interactive systems.  

2.3 Speech Interaction 

2.3.1 Speech Recognition Technology 

Research on automatic speech recognition (ASR) began in the 1950s when researchers at 

Bell Labs developed a speech recognition system (Audrey) that accurately identified 10 

English digits (Meng et al., 2012). Speech recognition gradually began to evolve during the 

1960s to convert speech input into character strings or commands (Karat et al., 1999; Feng 

and Sears, 2004; Gaikwad et al., 2010). Similarly, an initial investigation into continuous 

speech recognition was conducted using dynamic phoneme tracking during this period 

(Reddy, 1966). However, until the 1980s, ASR technology was expensive (Beelders, 2011), 

had poor recognition accuracy (Hu et al., 2011), and supported a limited vocabulary size 

(Schmandt et al., 1990).  

The 1980s saw a flourish of activity in speech recognition technology with studies focusing 

on developing robust systems capable of recognising a fluently spoken string of 

concatenated words (Furui, 2010; Gulzar et al., 2014). A wide range of algorithms including 

two-level dynamic programming, one-pass methods, and statistical approaches such as the 

Hidden Markov Model (HMM) and N-gram were implemented to match concatenated 

patterns of individual words (Juang and Furui, 2000; Furui, 2010; Meng et al., 2012). ASR 

received increased public attention in the early 1990s, driven partly by a drop in the cost of 

speech recognition software (Danis and Karat, 1995). The advancement of digital signal 

processing, pattern matching and classification algorithms around this period also 

contributed to the mass development of applications supporting speech input (Karl et al., 

1992).  

Software such as Dragon Naturally Speaking and IBM Via Voice were available 

commercially on desktop computers in the mid-1990s, allowing users to write letters, 

compose emails, and work on spreadsheets by dictating text to the computer (Snell, 2000; 
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Begel and Graham, 2005; Hu et al., 2011). Continuous speech recognition was also 

developed around this period, allowing users to speak at their natural pace and rhythm 

(Koester, 2001). Since the 2000s, machine learning algorithms have been utilised to improve 

the accuracy and reduction of recognition errors, resulting in speech technology maturing 

considerably (Benkerzaz et al., 2019; Hannun, 2021; Malik et al., 2021). Today’s systems 

(e.g. IBM Watson (2023), Google Speech (2023)) typically employ a standard procedure in 

which captured speech input is firstly digitised, then compared against a developed 

vocabulary, and finally translated and displayed (Freedman, 1995). This process comprises 

three key steps: pre-processing, recognition, and communication (Rosen and Yampolsky, 

2000). During pre-processing, the analogue speech waveform obtained from the human 

speech input is transformed into a digital signal by sampling the signal at equally spaced 

points in time (Rosen and Yampolsky, 2000; Trivedi et al., 2018). In the recognition phase, 

algorithms such as Hidden Markov Models are utilised to identify the spoken input (Rosen 

and Yampolsky, 2000), whilst in the communication phase the corresponding spoken text 

is displayed back to the user (Figure 2.4).  

 

Figure 2.4: ASR Process. Image courtesy of Rosen and Yampolsky (2000) 

 

 

Systems utilising voice interaction have further gained in popularity over recent years, 

culminating in the development of commercial voice-enabled international personal 

assistants such as Amazon Alexa (2023),  Google Assistant (2023), and Apple’s Siri (2023). 

These products enable users to interact with devices using natural language speech to 

perform a range of activities such as checking the weather, controlling home appliances or 

streaming music, among others (Pradhan et al., 2018; Lau et al., 2018; Ramadan et al., 

2021). These significant advancements in speech recognition technology have also 

facilitated research exploring new methods of interaction in controlling applications for 

disabled people detailed in subsequent sections. 
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2.3.2 Speech Interaction Research 

Speech technology has been widely used to support accessibility and has been a popular 

interaction approach for disabled people (Danis et al., 1994; Pradhan et al., 2018). In 

particular, in terms of people with physical impairments, speech input presents an alternative 

approach for users who may experience challenges in using traditional input devices such 

as a mouse and keyboard (Dai et al., 2003; Sears et al., 2003; Pradhan et al., 2018; Aziz et 

al., 2021, 2022). Research has focused on a range of key areas such as text entry via dictation 

(De La Paz, 1999; Feng and Sears, 2004; McCrocklin et al., 2019), supporting web browsing 

(Sarmah et al., 2020; Cambre et al., 2021), providing alternative cursor control methods 

(Dai et al., 2003; Harada et al., 2006), facilitating target selection (Sears et al., 2002; Zhu et 

al., 2009; Zhang et al., 2020), and for supporting creative work (Srinivasan et al., 2019; Kim 

et al., 2019; Aziz et al., 2022). Previous work exploring the use of voice interaction has 

primarily focused on three core approaches: grammar-based commands, natural language, 

and non-speech sounds (outlined in the subsections below).  

2.3.2.1 Grammar-Based Commands 

Grammar-based methods typically enable users to issue commands from a predefined list 

of possible commands in a strict and predefined way created through grammar rules 

(Rudžionis et al., 2013; Derboven et al., 2014; Kim et al., 2019). These rules specify the 

patterns and word sequences to be compared with vocal input (Wagner et al., 2012; 

Ferracani et al., 2017)– for instance, the user has to utter the exact phrase from the 

predefined list (e.g. if the command for moving a position right is “move right”, the voice 

inputs “right move”, “right” will not trigger any actions). Researchers have implemented 

the use of grammar-based or fixed commands in a wide range of applications – for instance, 

prior work on cursor movement and target selection used fixed commands such as  "left", 

"right", "up", "down", "click", "stop" for controlling the motion of mouse (Karimullah and 

Sears, 2002; Sears et al., 2003; Dai et al., 2003). Similarly, Aziz et al. (2021) utilised 

predefined voice commands such as “left”, “right”, “up”, among others to support the 

positioning of graphical objects within a design canvas. Sears et al. (2003) explored fixed 

commands for dictating and editing text – their system utilised commands such as “select 

x” (for selecting words) and “move right” to move the cursor one position right.  Aziz et al. 

(2022) developed voice-based approaches to manipulate the size of graphical objects within 
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a digital canvas. Users could issue fixed voice commands such as “big” and “small” to resize 

objects from different directions based on transformation handles assigned to each object's 

boundary. Elepfandt and Grund (2012) also investigated the use of short voice commands 

such as “select” and “drop” for object manipulation and highlighted that participants prefer 

fixed voice commands with fewer words and syllables.  

 Kim et al. (2019) developed an extension of Adobe Photoshop that utilises short vocal 

commands and touch input for selecting the tools and menus, changing parameters and 

manipulating the document layers. For example, users are able to click the button on their 

stylus pen and issue vocal shortcuts such as "watercolour brush" to select the relevant brush 

and again can issue a command such as "size 50" or "50" to change the brush size. Hu et al. 

(2011) used predefined commands (such as “select book” and “move up five lines”) for 

interacting to perform tasks such as editing text and web browsing. Moreover, Peixoto et al. 

(2013) used predefined commands to control a powered wheelchair through commands such 

as “right”, “left”, “forward”, and “reverse”.  

Studies have explored the possibilities of creating predefined grammars tailored to a 

disabled individual’s specific needs– for instance, Cavalcante and Lorens (2015) designed 

a system that enables users to customise their own grammars for triggering actions such as 

“I am in the park”, “up”, “down”. The approach was evaluated using a person with physical 

impairments. Similarly, Talon (2023) allows users to customise grammar for performing a 

range of activities, including coding - for example, to type the word "dad", the user can 

utilise chained custom commands such as “drum air drum”.   

Overall, studies have highlighted that using predefined commands has higher recognition 

accuracy as they are easy to train due to the limited vocabulary and grammar (Rayner et al., 

2005; Rudžionis et al., 2013; Cavalcante and Lorens, 2015). Whilst a predefined grammar 

can potentially support user interactions, studies have highlighted some negative aspects 

such as users having to learn and recall commands (thus increasing cognitive load) and 

challenges in recognising different accents resulting in users having to repeat the same 

command on multiple occasions (Wagner and Gray, 2015; Good and Howland, 2017; Kim 

et al., 2019; Van Brummelen et al., 2020b). 
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2.3.2.2 Natural Language Interaction 

Research has also started investigating whether natural language commands can provide a 

more intuitive and effective approach for interacting with digital applications (Srinivasan et 

al., 2019; Van Brummelen et al., 2020b; Cambre et al., 2021). Researchers have highlighted 

that natural language commands are more flexible and often provide users with a higher 

degree of freedom in issuing commands to a speech engine (Rudžionis et al., 2013; Sarmah 

et al., 2020). In particular, recent significant improvements in natural language 

understanding and speech recognition have increased the development of voice-enabled 

technologies such as chatbots, search engines and home automation platforms (Porcheron 

et al., 2018; Van Brummelen et al., 2020b; Song et al., 2022). Voice-enabled intelligent 

personal assistants such as Amazon Alexa (2023), Google Assistant (2023), and Apple Siri 

(2023) are also widely available within smart devices and facilitate more natural 

conversations between users and intelligent systems (Cambre and Kulkarni, 2019; Clark et 

al., 2019). Similarly, Stahl and Laub (2017) developed a voice-enabled system that enables 

users to control the lights, telephone, television, computer and front door within their home 

environment. An evaluation of the system with participants who have physical impairments 

found the system to be accessible and usable, as well as empowering users to manage their 

daily activities. Similarly, Kowalski et al. (2019) explored the potential of natural language 

voice interactions with older adults in the context of smart home technology. Results 

highlighted positive perceptions from participants as the natural language approach enabled 

participants to issue commands with less training. 

Sarmah et al. (2020) developed a tool that allows users to control different web applications 

via natural language voice input through facilitating the adding and modifying of calendar 

events (i.e. “move this [event] to next week”, “shift Group Meeting to Friday”) and 

controlling music players (e.g. “adding all of these to the playlist”). Participants in a user 

evaluation perceived the usability of the system positively as they found it was able to 

accurately understand their natural language input, thus resulting in it being simple and easy 

to learn. Similarly, Cambre et al. (2021) investigated the use of natural language voice 

commands to allow users to navigate the web (e.g. “page scrolling”, “moving backward and 

forward”) and browser utilities (e.g. “opening email/calendar”, “bookmarking pages”) 

through the Firefox Voice browser extension. During the initial deployment phase (July 

2020), more than 12,000 users installed the tool in their browser, although usage declined, 



Chapter 2: Background and Related Work 

 

 

 Bharat Paudyal – March 2023                                                               22 

 

and it was decommissioned in February 2021. More widely, Jung et al. (2019) designed a 

voice-enabled interactive educational programming game (TurtleTalk) for children, 

allowing them to use natural voice input to move the turtle to a target location. While moving 

the turtle, TurtleTalk utilised programming concepts such as sequencing (e.g. “move 

forward and then turn left”) and iteration (e.g. “move forward six times”). Initial exploratory 

research with children highlighted that voice interaction with the tool led children to be more 

immersed in the experience and also found the interaction to be easy and useful.  

Whilst studies have started to highlight the potential of natural language voice interaction 

between users and intelligent systems, researchers have also identified challenges where the 

use of natural commands (without providing context) can lead to users “guessing” 

commands, thus leading to interpretation errors and frustration (Rudžionis et al., 2013; 

Srinivasan et al., 2019). Additionally, some of the voice commands issued can be personal 

(i.e. user asking the system to tell their name, their age ) and complicated, which may pose 

system comprehension challenges, resulting in user disappointment and dissatisfaction 

(Luger and Sellen, 2016; Bentley et al., 2018; Zargham et al., 2022). Studies have suggested 

various approaches to limit these issues – for instance, Srinivasan et al. (2019) implemented 

a hybrid approach (i.e. combination of natural language and fixed grammar), where users 

were displayed with contextually relevant examples to make them aware of the commands 

they can issue within an experience.  Results highlighted positive responses from 

participants, although issues such as speech misrecognition and misinterpretation resulted 

in interaction challenges. Similarly, studies have explored error-handling approaches where 

the system provides an appropriate response if a user command is not recognised (Bohus 

and Rudnicky, 2008; Pearl, 2016). Zargham et al. (2022) also implemented an anticipatory 

error handling approach within a speech-controlled video game, where the system picks the 

best available command match if it is unable to recognize the speech commands issued by 

a user. 

2.3.2.3 Non-Verbal Commands 

Studies have also explored non-verbal speech commands as an interaction approach for 

controlling digital applications. For instance, Igarashi and Hughes (2001) examined several 

approaches such as “control by continuous voice” (where the user produces continuous non-

verbal sounds to trigger an action - e.g. the command “volume up, ahhhhhh” will continue 
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to increase the volume as long as “ahhh” continues ), “control by pitch” (where a change in 

pitch of a user’s voice can alter a particular control – e.g. "move up, ahhhh" for increasing 

scrolling speeds) and “control by tonguing” (where discrete peaks in sound signals are 

detected to form particular actions   - e.g. “volume up ta ta ta” will increase the volume by 

three points). No user study was conducted in this research, so the usability and reliability 

of this specific approach remain unclear. Similarly, Mihara et al. (2005) combined both 

discrete verbal commands (e.g. "move right" to move the cursor to the right) and non-verbal 

commands (e.g. "ahhhh" to move the cursor continuously) for positioning a cursor to a 

particular location. Whilst this facilitated control of the cursor, results from a user evaluation 

highlighted that the participants felt tired when making continuous non-verbal sounds. 

Furthermore, Bilmes et al. (2005) and Harada et al. (2006) both utilised vowel sounds (e.g. 

“a” for up, “i” for down) for mouse control, while Sporka et al. (2006) implemented 

humming ("mmm") sounds for controlling a Tetris game where tones with a falling pitch 

triggered “left” movement actions and rising tones resulted in “right” movements. As part 

of this work, the authors conducted a comparative study between non-speech and standard 

speech commands with results highlighting that non-verbal commands facilitated more 

efficient and accurate responses to support gameplay. Lea et al. (2022) explored non-verbal 

mouth sounds such as "pop" and "click" to perform actions such as selecting items or 

navigating applications on mobile devices. The study initially used the recordings of more 

than 700 people with different accents (e.g. British, Chinese, Spanish) to develop and train 

a model to detect non-verbal sounds. The system was tested with 28 people with speech 

differences (such as cerebral palsy, muscular dystrophy, and motor-speech disorder) and 

received positive feedback from participants in a user evaluation.  Similarly, Jaddoh et al. 

(2021) examined non-verbal commands such as “Ah” to play the news and “/u:/” 

(pronounced as “oo”) to lower the volume when interacting with virtual home assistants for 

people with speech impairments. Whilst this approach supported more accessible 

interactions, an initial evaluation identified challenges in terms of cognitive load associated 

with having to memorise and issue commands. Previous work has also highlighted that the 

use of non-verbal commands can address recognition issues in fixed grammar and natural 

language approaches through reducing the requirement to use short single-syllable words 

and homophones (Igarashi and Hughes, 2001; Cambre et al., 2021; Lea et al., 2022; Wei et 

al., 2022). 
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2.3.3 Speech Interaction for Coding 

One key area where researchers have explored the efficacy of speech interaction is within 

the domain of voice coding. This specific area can present some unique challenges – for 

example, programming languages utilise punctuation symbols, as well as the composition 

of words and abbreviations which may not be natively or accurately handled by speech 

recognisers. Research has therefore explored a variety of approaches to support efficient 

and productive approaches for supporting the writing, editing, and navigation of code via 

voice interaction.  

For instance, a voice-based code editing plugin for the Eclipse environment (VASDE - 

Voice-Activated Syntax-Directed Editor) was developed for creating Java Syntax code. To 

support with writing syntax, the plugin presents a dialogue box with predefined code that 

users can select via voice commands, as well as additional commands for controlling the 

editor interface (Hubbell et al., 2006). Similarly, Shaik et al. (2003) developed 

SpeechClipse, a plugin embedded in the Eclipse IDE to allow users to use voice commands 

to invoke keyboard actions that allow users to control menus and dialogue boxes, although 

the main coding editor was inaccessible via speech. VoiceGrip, a code generation tool 

developed by Desilets, (2001), enables users to verbally state pseudo-code, which is then 

automatically translated into syntax for a specified programming language. However, the 

tool was unable to distinguish between homophonic words (e.g. "for" with "four”, “to” with 

“two”), making it highly error-prone and frustrating for users. The tool was further iterated 

upon and a new tool (VoiceCode - (Désilets et al., 2006)) was developed, capable of 

generating code through high-level spoken syntax. For example, a vocal command such as 

“if current record number is less than max offset then” would generate the following syntax:  

 

Begel and Graham (2005) also explored how programmers write code via voice input and 

highlighted that developers use high-level abstraction and shorthand notations rather than 

speaking each character in turn (i.e. “i  >10” is verbalised as “i greater than 10”). Their tool 

SPEED (SPEech EDitor), an Eclipse plugin, allows developers to verbalise Java code in 

general spoken language. Table 2.1 displays a verbalised command along with its generated 

code: 
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Command Code 

For int, i equals zero i less than ten i plus plus 

X gets math dot cosine x 

End for loop 

for(int i=0; i<10; i++){ 

  x=math.cos(x) 

} 

 

Table 2.1: Example voice command and corresponding code generated via the SPEED tool by Begel 

and Graham (2005) 

 

While the application was intended for developers with physical impairments, it was 

evaluated with experienced developers without physical impairments who perceived 

speech-based programming as less efficient than typing (primarily due to speech 

misrecognition issues). Ayub and Saleem (2012) developed a system that allowed users to 

verbalise a programming language's syntax to generate code. Their system compares voice 

input against the reserved keywords (such as “cin”, “cout”, “for”, “loop”) of the C++ 

programming language and returns the best possible matched syntax. For instance, if the 

user states the command “see out”, the system generates the C++ code “cout <<” as it closely 

matches the C++ syntax (“cout”). A similar approach was implemented by Patel and Patel 

(2014) using Java, enabling a user to generate code through verbalisation of the language’s 

syntax and semantics. For example, “hello world string” will output the following code: 

 

Rudd (2013) built a Python-based dictation tool to allow developers to write code using 

non-natural voice commands mapped to different actions. For instance, the command “slap” 

is used to trigger the enter key, while “sup” is used for searching tasks. Talon (2023) is a 

tool widely used by developers with physical impairments (Nowogdorzki, 2018; Nowrin et 

al., 2022) that also employs a similar approach (e.g. the user has to say “slap” to move the 

cursor to the end of the line). Talon can be integrated into mainstream coding IDEs such as 

Visual Studio Code and Atoms, although it can be challenging for novice users to use as it 

requires learning custom voice commands in addition to programming syntax (De León 

Cordero et al., 2021; Nowrin et al., 2022).   

In another approach, Wagner and Gray (2015) integrated speech interaction to trigger 

features such as “click”, “drag”, and “delete” with Scratch (a block-based programming 
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tool). A user evaluation was conducted with individuals who have physical impairments, 

although the tool suffered from significant speech misrecognition issues which negatively 

influenced participants’ perceptions. Other studies have also explored speech for coding 

purposes – for instance, Rosenblatt et al. (2018) developed a voice-based coding tool 

(VoiceIDE) that supports people with upper motor impairments in writing code. The tool 

was informed through a Wizard of Oz study, which provided insights into the commands 

developers prefer to use when performing coding activities. The system allowed users to 

perform a number of coding activities such as writing (e.g. “make a for loop” to generate a 

for loop), navigation (e.g. “go to line x” to move the cursor to line x), deletion (e.g. “delete” 

to remove a character), and selection of code (e.g. “select line” to select the line on the 

current cursor position). They also introduced a context colour editing feature where syntax 

on different lines is highlighted with different colours, thus allowing users to specify 

corresponding colour names in associated with different actions (e.g. “delete red” removes 

the character or syntax highlighted in red). Whilst the evaluation with users who have 

physical impairments demonstrated that navigation and selection tasks could be performed 

more effectively using VocalIDE, the system was limited by speech accuracy challenges. 

Okafor and Ludi (2022) proposed a speech-based interaction approach that enables people 

with upper-body motor impairments to code using a block-based coding tool. A preliminary 

investigation into the viability of voice commands revealed the importance of ensuring that 

short vocal commands are utilised to reduce the vocal effort required (e.g. “up” instead of 

“move up” and “delete” instead of “delete block”).   

The majority of studies highlighted have utilised fixed or constrained commands, where the 

user has to verbalise a specific command to initiate different coding activities. Researchers 

have also started to explore the use of unconstrained natural language in coding 

environments. For instance, Gordon (2013) developed a new programming language that 

allows developers to dictate code via natural language phrases to create high-level 

programming language constructs such as declaring variables and creating loops. For 

example, to create a variable, the user can issue commands such as “set Y to 2 * X” and 

“Set Y to 2X”). An initial evaluation with participants produced mixed results – participants 

with prior coding experience successfully completed all tasks, although participants with 

less development experience experienced challenges such as forgetting the commands, and 

speech misrecognition issues. De León Cordero et al. (2021) developed a generic 
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programming vocabulary utilising natural language commands (issued via voice input) to 

allow users to write basic syntaxes such as declaring variables and inserting conditional 

expressions and loops. For example, to create a variable, commands such as “define integer 

a equals 5”, “define integer b 5”, and “assign number 5 to variable b” can be used. Whilst 

the system targets developers with limited mobility, no user evaluations have been 

conducted around the application to date. Additionally, the focus is only on writing code, as 

opposed to other coding activities such as syntax deletion, navigation and selection. 

Chadha et al. (2018) and Modak et al. (2016) utilised natural language voice commands to 

generate HTML and CSS code (e.g. the command “create a table with five rows and three 

columns” would generate the corresponding HTML code). Whilst this approach helps users 

quickly build web pages, the system is incapable of supporting key actions such as assigning 

properties to an element (i.e. id and class). Van Brummelen et al. (2020, 2020b) introduced 

CONVO, a conversational programming tool that allows users to interact with a 

conversational agent using natural voice input to perform programming activities. In this 

application, users can have intelligent conversations with the system – for example, a user 

can issue a command such as “create a variable”, which triggers the system to ask for the 

variable name. Whilst the tool was perceived positively in terms of accessibility and 

usability, the system suffered from speech recognition accuracy issues which presented 

significant challenges for participants. Similarly, studies have explored the potential of 

natural language voice commands for enabling users to query databases (Obaido et al., 

2020) – for instance, TalkSQL translates natural language input into an executable 

Structured Query Language (SQL) query (e.g. the command “amend the student name to x 

whose id is x” would update the table as per the query, i.e. “update student set name =’x’ 

where id=x”). Whilst the tool received positive feedback from the users, however, was 

unable to handle complex queries such as nested statements.  

Serenade (2023) is an open-source voice coding system that allows users to insert, navigate, 

delete and edit code in any programming language via natural language speech. The tool 

includes features such as writing code (e.g. “add class page” generates “class page { }”) and 

editing (“rename function to x” changes the function name to “x”). Table 2.2 displays some 

of the vocal commands and the generated output in Serenade. 
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Command Generated Output/Action 

Add function factorial 
Function factorial(){ 

} 

Delete lines three to four Delete multiple lines 

Add import numpy as np import numpy as np 

Add return say of string hello return say (“hello”) 

Add while i not equal zero 

while(i!=0){ 

} 

 

Table 2.2: Verbal commands and the generated output in Serenade 

 

Whilst the system is readily available as an extension for applications such as Visual Studio 

Code and Chrome, the usability and efficacy of the system remain unclear as no evaluations 

have been reported within the literature to date. 

Another key area associated with voice coding is the navigation of syntax - the majority of 

speech based coding studies highlighted have employed common inline navigational 

commands such as left/right/up/down. Désilets et al. (2006) enabled users to move the 

cursor to different code blocks through voice using navigation commands such as “next 

comma” (i.e. to move the cursor after the comma) and “after clients array at index zero” 

(i.e. to move the cursor after the particular code snippet). Similarly, Begel and Graham 

(2005) created a context-sensitive mouse grid structure with labels on the screen where users 

could verbalise grid numbers to move the cursor to the corresponding position with the code. 

Additionally, they used commands such as “jump to constructor linked list” (i.e. to move 

the cursor to LinkedList constructor) and “move down 2 lines” (i.e. to move two lines below 

the current cursor position). Moreover, Rosenblatt et al. (2018) utilised vocal commands 

such as “go to line” and “up X lines” to navigate between lines of code.  

Whilst researchers have highlighted that speech recognition has matured to an acceptable 

level due to its successful integration into commercial products (Errattahi et al., 2018; 

Filippidou and Moussiades, 2020), voice interaction comes with inherent limitations around 

recognition issues and accuracy (Suhm et al., 2001; Wagner and Gray, 2015; Rosenblatt et 

al., 2018). Additionally, speech is associated with poor performance in noisy environments 
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(Suhm et al., 2001) and impracticality for pointing and selecting tasks (Rozado et al., 2016). 

Furthermore, while studies have investigated the use of voice input to support developers 

with physical impairments in coding activities, there remain several areas where little or no 

work has been conducted to date. For instance, it remains unclear which voice coding 

approaches are most suitable for supporting developers with physical impairments. 

Moreover, no comparative analysis has been conducted to date to gauge the efficacy and 

usability of fixed grammar, and natural language approaches when performing coding 

activities.  

2.4 Eye Gaze Interaction  

2.4.1 Eye Gaze Tracking Technology 

The use of eye gaze tracking technology has also been explored as an alternative means for 

enabling people with physical impairments to interact with digital systems (Sibert et al., 

2001; Jacob and Karn, 2003; Duchowski, 2018; Creed et al., 2020). Studies around this area 

began in the nineteenth century to observe and understand eye movements when reading 

(Rayner, 1998; Poole and Ball, 2004), although it was not until the 1970s and 1980s that it 

started to flourish as a technology. This was driven through improvements in the accuracy 

and precision of eye-tracking technologies (Rayner, 1998; Nivala et al., 2016; Sharafi et al., 

2020), as well as increased interest in physiological studies within the scientific community, 

linking eye-tracking data with cognitive processes (Jacob and Karn, 2003). The majority of 

these studies focused on analysing eye movement data for physiological observation and 

were confined to controlled laboratory environments (Rayner, 1998; Morimoto and Mimica, 

2005; Majaranta and Bulling, 2014; Hemmingsson and Borgestig, 2020).  

More recently, studies began to explore the possibilities of eye tracking within the HCI field 

(Rayner, 1998; Jacob and Karn, 2003; Poole and Ball, 2004). This initiated the demand for 

using eye gaze tracking in research studies to solve usability issues (Schiessl et al., 2003; Li 

et al., 2005) and for interacting with a graphical interface (Sibert et al., 2001; Jacob and 

Karn, 2003). In turn, this led to consumer level eye trackers becoming more widely available 

and accepted within the HCI community as a part of empirical research studies (Dalmaijer, 

2014; Duchowski, 2018). Three types of eye tracking techniques have predominantly been 

used - (1) videooculography (video-based tracking using a head-mounted or remote visible 
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light video camera) (Päivi, 2011; Duchowski, 2018), (2) infrared oculography (utilising 

infrared to recognise user pupils for tracking eye movements) (Jacob and Karn, 2003), and 

(3) electrooculography (where electrodes are placed to the right and left of the eyes to track 

movement) (Morimoto and Mimica, 2005; Majaranta and Bulling, 2014; Müller et al., 2016; 

Duchowski, 2018). Gaze interaction typically requires an eye-tracking device (such as an 

infrared sensor) which captures images of an individual’s eyes when fixating on a point of 

interest. The cost of commercial eye-tracking devices has reduced significantly in the last 

decade as major technology companies, and the gaming industry has demonstrated 

increased interest in embedding eye-tracking within their products (Majaranta and Bulling, 

2014; Duchowski, 2018). For example, commercial products from companies such as Tobii 

(2023) now retail for around £230 (e.g. in terms of the Tobii 5 (2023)). Sensors must be 

calibrated for each user to facilitate more accurate gaze interaction – this is commonly 

achieved through showing a number of calibration points on a screen and asking the user to 

consecutively fixate on these points (Jacob and Karn, 2003; Majaranta and Bulling, 2014; 

Duchowski, 2018). 

The majority of commercial devices provide an average accuracy of 0.5° to 1° of visual 

angle, which relates to between 16-33px in size within a display utilising a screen resolution 

of 1280x1024px (Miniotas et al., 2006; Kumar et al., 2007). Interface targets below 1° visual 

angle are considered too small for comfortable gaze selection, thus presenting a significant 

limitation of gaze interaction (Miniotas et al., 2006; Skovsgaard et al., 2010; Creed et al., 

2020). Increasing the size of interface objects can address this issue, although it can present 

constraints around the number of elements visible on the screen at any time (Bates and 

Istance, 2002; Jacob and Karn, 2003). Another issue is calibration drift, which refers to the 

accumulating deterioration in eye tracker accuracy after an initial calibration (often caused 

due changes in the position of users or sensors) (Kytö et al., 2018; Müller et al., 2019). The 

Midas touch issue a further key challenge associated with gaze interaction, where fixations 

on interface targets can activate unintentional selections (Jacob and Karn, 2003; Meena et 

al., 2017; Rajanna and Hammond, 2018). Whilst there are challenges associated with eye 

tracking, a wide range of research has been completed investigating the efficacy of this 

technology as an alternative or supplementary interaction approach.  
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2.4.2 Eye Gaze Interaction Research 

Research on eye gaze interaction has received significant interest from researchers (Ware 

and Mikaelian, 1986; Jacob, 1990; Zhai et al., 1999; Sibert et al., 2001; Schiessl et al., 2003; 

Morimoto and Mimica, 2005). A key focus of this work has explored the feasibility of the 

technology to support people with physical impairments in controlling digital systems 

(Hutchinson et al., 1989; Borgestig et al., 2017; Creed et al., 2020). In particular, research 

has examined novel approaches for selecting small targets (Miniotas et al., 2006; 

Skovsgaard et al., 2010), investigating solutions for the Midas touch issue (Jacob and Karn, 

2003; Shakil et al., 2019), and using gaze as part of multimodal interaction approaches (Van 

Der Kamp and Sundstedt, 2011; Beelders, 2011; Creed et al., 2020). Most of these research 

studies have been conducted in the context of eye typing (Majaranta et al., 2009; Kristensson 

and Vertanen, 2012; Mott et al., 2017), although other work has focused on domains such 

as design (Hornof and Cavender, 2005; Santella et al., 2006; Heikkilä, 2013; Lewien, 2021), 

web browsing (Porta and Ravelli, 2009; Kumar et al., 2017; Casarini et al., 2020), gaming 

(Dorr et al., 2007; Istance et al., 2009; Nacke et al., 2010) and object selection (Huckauf and 

Urbina, 2008; Lutteroth et al., 2015). Key methods for selecting targets such as dwell time, 

dwell-free, gaze gestures, and zooming are described in further detail below.   

2.4.2.1 Dwell Time 

The majority of research on eye gaze selection of interface elements has focused on dwell 

time approaches where users fixate on a desired interface target and wait for a specific 

amount of time before a selection is completed. Studies have highlighted that dwell time is 

a convenient and natural selection method as it does not require significant training and can 

prevent false selections (Jacob, 1990; Sibert et al., 2001; Majaranta and Räihä, 2007; 

Beelders, 2011). Typically, dwell times range from 400-1000 milliseconds (Jacob, 1990; 

Špakov and Miniotas, 2004), although studies have highlighted that long fixation times can 

be tiring for an individual's eyes, as well as making the interaction slower (Wobbrock et al., 

2008; Majaranta et al., 2009). A number of approaches have been implemented to enhance 

the use of dwell time - for instance, Majaranta et al. (2009) explored an adjustable dwell 

time approach where users can vary dwell time duration based on their requirements. A 10-

session longitudinal study was conducted with participants (who had little experience with 

gaze experience) where they were asked to type using gaze and were informed to adjust the 
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dwell time if they felt comfortable. After using gaze typing for ten sessions, the dwell time 

decreased from an average of 876ms on the first session to 282ms in the last session – thus 

increasing the average typing speed from 6.9 WPM (Word Per Minute) to 16.2 WPM.  

Mott et al. (2017) implemented a cascading dwell time approach which uses a language 

model to calculate the probability of the next letter and then autonomously adjust dwell 

time. This approach was evaluated with both disabled and non-disabled participants with 

results highlighting that the cascading technique was significantly faster than a static dwell 

time, enabling participants to achieve typing speeds up to 12.39 WPM.  Pi et al. (2020) 

utilised a similar cascading approach based on the likelihood of the next selected key with 

results also presenting positive feedback. Similarly, Špakov and Miniotas (2004) 

implemented an algorithm to adjust the dwell time automatically based on exits time (i.e. 

the time interval between the moment a key was selected and the moment the gaze left the 

key). Results found considerable variation in exit times (300ms – 1100ms) – with the 

average error rate being 2.3% while the average typing speed was 12.1 WPM. Furthermore, 

studies have confirmed that the use of dynamically adjusted dwell times can speed up gaze 

typing and make key selection easier by predicting the probability of the next keys, thus 

maintaining typing rhythm (Mott et al., 2017; Majaranta et al., 2019; Pi et al., 2020).  

2.4.2.2 Dwell-Free  

Whilst dwell time is a common selection approach within the field, research studies have 

also explored methods to mitigate the delays caused by dwell selections. Studies have 

explored the potential of dwell-free approaches, where instead of fixating on a key for a 

predetermined amount of time, the user can briefly gaze at the target before moving to the 

next one. For instance, Kristensson and Vertanen (2012) examined the potential of a dwell-

free approach where users can gaze in the proximity of the desired letters in their target 

word, and the system would then recognise the sequences of the word and would type the 

word automatically. This method was investigated to gauge the impact on typing speed, 

with results highlighting an entry rate of 46 WPM, indicating that dwell-free eye-typing 

may be more than twice as fast as the current state-of-the-art methods.  In another approach, 

Sarcar et al. (2013) utilised a dwell-free interaction by moving the eye pointer through an 

interface element in an inside-outside-inside sequence. To select a target, users have to 

position their eye pointer at the target onscreen key, fixate their gaze away from the key, 
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and finally return to the same key area. Results highlighted that the tool achieved an average 

of 15% higher text entry rates over existing dwell-time based approaches. Similarly, 

GazeTry implemented a swipe approach, which predicts possible words as users gaze 

through the letters of the word (Liu et al., 2015). Results from a user evaluation highlighted 

that the approach provided higher accuracy and resilience to text entry errors. EyeSwipe 

(Kurauchi et al., 2016) utilised a similar approach allowing users to type using a “reverse 

crossing mechanism” that involves initially selecting the first character of a word from an 

onscreen keyboard, then glancing in the approximate vicinity of the next characters until the 

final character is reached. Results from a user study highlighted that EyeSwipe produced 

significantly higher typing speeds than standard dwell-time based approaches.  

Overall, studies have highlighted that dwell-free approaches have the potential to improve 

gaze typing through removing the need for dwell time (Kurauchi et al., 2016; Sarcar et al., 

2013; Kristensson and Vertanen, 2012). However, despite having the potential to make 

interactions more efficient, dwell-free systems also include limitations and issues. For 

instance, dwell-free gaze typing can result in fatigue and users requiring numerous breaks 

when working on tasks (Mott et al., 2017). As the user will gaze briefly at the intended key, 

there is a high chance of fixation landing on the neighbour key, thus reducing the accuracy 

(Majaranta et al., 2019). 

2.4.2.3 Gaze Gestures 

Researchers have explored the concept of gaze gestures as an alternative method to reduce 

unintentional selections and overcome the limited accuracy associated with eye trackers 

(Hyrskykari et al., 2012). Gaze gestures are sequences of eye movements (typically strokes) 

used to initiate commands in a sequential order (Drewes and Schmidt, 2007; Vickers, 2011). 

Initial gaze gesture work was conducted by Drewes and Schmidt (2007), who evaluated 

gaze movement around a dialog window in a clockwise direction to respond “yes” and in 

an anti-clockwise direction for “no”. A key benefit of this approach is that no calibration is 

required as users initiate commands through making a sequence of “eye strokes”. Porta and 

Ravelli (2009) implemented a gaze gesturing approach for selecting buttons and hyperlinks 

within a browser where users first look at the hyperlink target, move their gaze in an upward 

direction, and then look back again at the target to trigger the selection. Results from a user 

study found that most participants could successfully complete common selection tasks 
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using this type of approach. Wobbrock et al. (2008) utilised alphabetic gaze gestures to 

support text entry through their EyeWrite interface, where four corners and the centre of a 

small square are used for entering characters. Users can write characters though fixating 

their eyes in a sequential order around the corners of the window - for example, to type the 

letter “t”, the user has to move the gaze point from the top left corner to the top right corner, 

and then to the bottom right corner. Results found that this approach was perceived faster, 

less error-prone and resulted in less eye fatigue than on-screen QWERTY keyboard 

approaches utilizing a dwell time method for character selections. Møllenbach et al. (2010) 

used single gaze gesture in which the user initially looks at a target and moves their gaze 

away to perform the selection. Similarly, a range of studies have investigated the 

combination of eye movement and blinks to provide people with impairments with an 

effective means to communicate and control their environment (Park and Lee, 1996; Norris 

and Wilson, 1997; Borgestig et al., 2017). User evaluations of this type of approach have 

highlighted that blink interaction could offer a feasible and efficient approach in interaction, 

although issues such as fatigue due to prolonged use, accidental/unconscious blinks, and 

accuracy challenges have been identified (Park and Lee, 1996; Ohno et al., 2003; 

Chakraborty et al., 2019). 

Whilst the studies highlighted have demonstrated that gestures can support enhanced 

performance over dwell selections in some scenarios (Hyrskykari et al., 2012; Lutteroth et 

al., 2015), they also possess some limitations. In particular, gaze gestures can be very slow 

and cause eye fatigue when used for prolonged periods (Porta and Ravelli, 2009), as well as 

adding cognitive load in terms of recalling required gesture movements (Heikkilä and Räihä, 

2010; Penkar, 2014).  

2.4.2.4 Zooming  

The use of interface zooming is an additional alternative approach that has been explored 

for supporting target selection via eye gaze. Zooming techniques enable users to adjust the 

size of the area being viewed to see more or less detail (Skovsgaard et al., 2010; Vickers, 

2011). Early work on eye controlled zooming interaction typically utilised a two-step 

approach – where the target area magnifies on dwelling, and users can use a mouse to select 

targets (Lankford, 2000; Bates and Istance, 2002). For example, the ERICA system allows 

users to dwell on a target region to magnify the size, select a target with a second dwell, and 
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then utilise a mouse to perform actions such as a left or right click (Lankford, 2000). A 

similar approach was by Bates and Istance (2002), where the whole screen magnifies by 

dwelling on the area of interest, and users can then select a target using a mouse. The authors 

conducted a comparative study between the head mouse, a standard eye mouse, and the 

developed zoom eye mouse with results highlighting that the zoom eye mouse was easier to 

use and reduced cognitive workload. Skovsgaard et al. (2010) used different zooming levels 

to select interface objects, including a two-step zoom method and a continuous zoom 

approach (in which the area surrounding the target would continue to zoom as long as the 

user fixates their gaze, thus enabling a user to select the target). Results from a user 

evaluation found the continuous zooming approach to be more accurate and faster than the 

two-step method. Similarly, Ashmore et al. (2005) utilised a fisheye lens and a video-based 

eye tracker to locally magnify the display at the point of the user’s gaze without losing the 

content outside the magnified region. A user evaluation found that the fisheye lens approach 

performed better in terms of efficiency and usability than a traditional zoom-based 

approach. In another approach, Bubble Cursor (Grossman and Balakrishnan, 2005) 

dynamically resizes the activation area (where a user is fixating their gaze) so that only one 

target is selectable at any time. Results demonstrated that the bubble cursor outperformed 

other pointing techniques in 1D and 2D target acquisition tasks. Whilst different zooming 

approaches can present some enhancements over other methods (in some scenarios), studies 

have also highlighted a range of interaction issues. For example, zooming over targets can 

lead to visual distortions, such as the content around the periphery of a zoomed area 

becoming obscured when the zoom level increases (Lankford, 2000). Similarly, the 

zoomed-in portion of the screen may move disproportionately to other content, thus making 

it challenging to read text or view objects (Bates and Istance, 2002; Skovsgaard et al., 2010).  

In addition to the aforementioned work, studies have also explored the potential of 

multimodal approaches (combining gaze with another input modality) for performing 

selections - for instance, Creed et al. (2020) utilised mechanical switches instead of dwell 

time as a selection method, which was perceived positively by participants. Similarly, 

Eyepoint (Kumar et al., 2007) used a keyboard to complete selections of targets that users 

are currently fixating on, while PressTapFlick (Rajanna et al., 2022) adopted foot input for 

selection. Studies have also utilised webcams for eye tracking to facilitate the triggering of 

mouse actions – right/left eye wink to trigger left/right clicks and squinting eyes for 
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activating scrolling (Papoutsaki et al., 2017; Meena et al., 2020; Anantha Prabha et al., 

2022).  

2.4.3 Eye Gaze Interaction for Coding 

Coding via eye gaze input was first investigated in 1990 when Crosby and Stelovsky (1990) 

explored code comprehension techniques using an eye tracker. However, this type of 

approach was not widely adopted in the programming field until 2006 due to the high costs 

of the technology and issues associated with tracker accuracy (Bednarik and Tukiainen, 

2006; Sharafi et al., 2015). In the coding environment, eye tracking studies to date have 

focused on two key areas: (1) studying the behaviour and working practice of programmers 

(including visual analysis of code reading patterns, code debugging, traceability and 

collaborative programming ) (Crosby and Stelovsky, 1990; Busjahn et al., 2011; Shaffer et 

al., 2015; Clark and Sharif, 2017; Begel and Vrzakova, 2018) and (2) enhancing the 

functionality of IDEs via the use of gaze as a supplementary input tool (Glücker et al., 2014; 

Shakil et al., 2019; Santos, 2021).  

The first approach has attempted to understand the psychology of programming by 

exploring how eye movement can inform methods used for code comprehension, 

debugging, collaborative interaction, and traceability (Begel and Vrzakova, 2018; Sharafi 

et al., 2020). For example, Busjahn et al. (2015) conducted a comparative study to compare 

the eye movements of novice and expert programmers in relation to identifying the reading 

patterns of natural language text and source. Results found that novice and expert 

programmers read code less linearly than natural language text, as they tend to skip words 

and lines when reading code. Similarly, Jessup et al. (2021) compared the number of 

fixations and fixation durations during code comprehension processes between novice and 

expert programmers - where they were asked to read two pieces of code, rate the code on 

various attributes, and describe the functionality of code. The results highlighted that experts 

and novices significantly differ in their fixation counts made during the task - with experts 

having more fixations than a novice, indicating that they focused more and used more 

cognitive skills. Other studies have also explored the potential of eye tracking within 

program comprehension scenarios to understand how developers read code and the effort 

required to comprehend syntax. (Aschwanden and Crosby, 2006; Bednarik and Tukiainen, 

2006; Busjahn et al., 2011; Mondal et al., 2022).  
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Furthermore, research has investigated eye tracking in relation to code debugging – for 

instance, Lin et al. (2016) examined the eye movements of expert and novice programmers 

to better understand cognitive processes associated with debugging activities. Results 

highlighted that experts traced the program more logically, whereas novice coders tended 

to stick to a line-by-line sequence and often jumped to random lines to identify issues.  

Similarly, D’Angelo and Begel (2017) investigated collaborative coding processes in 

remote pair programming exercises where a novel gaze visualisation was designed to 

display where in the code their partner is currently looking. A user evaluation highlighted 

that pairs spent a significant portion of their time concurrently looking at the exact code 

locations when the visualisation graph was turned on – suggesting that they understood what 

their partner was referring to. Prior literature has also investigated the use of an eye tracker 

in traceability to keep track of syntax changes – for instance, Shaffer et al. (2015) developed 

an open-source Eclipse IDE-based plugin, iTrace, which captures developers’ eye 

movements while working on change tasks by automatically mapping gaze movements to 

source code elements such as if statements and methods. 

Another approach involves using an eye tracker as an alternative approach to support code 

navigation. For instance, Shakil et al. (2019) developed a code navigation prototype 

(CodeGazer) that allows users to perform navigation actions such as “Go to Definition” and 

“Find all Usages” using gaze interaction. To make a selection, the user must dwell at the 

corresponding identifiers (e.g. classname, function name) in the syntax, which are 

highlighted in different colours, and to confirm the selection, they must again dwell at the 

corresponding coloured button on the left and right sides of the screen. Whilst this approach 

can support the selection of small targets within a coding context (e.g. identifiers such as 

variable and function names), it also adds an additional step to the interaction process as the 

users have to perform dwell selections twice. Results from a comparative study found the 

gaze-based code navigation approach to be comparable with a keyboard, although slower 

than mouse-based navigation.    

Similarly, EyeNav (Radevski et al., 2016) utilised a combination of gaze interaction and 

keyboard shortcuts to support code navigation functions such as left and right mouse clicks 

for selecting code and horizontal and vertical page scrolling. For example, users use the 

ALT+F keyboard shortcut to execute the page scrolling feature and then look in a specific 

direction (up or down). Whilst EyeNav is available as a plugin in Brackets (2023), it has not 
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been formally evaluated within the literature to date. Another gaze based tool is EyeDe 

(Glücker et al., 2014) which provides code navigation features such as switching between 

files, navigating different methods, reviewing code documentation and providing a minimap 

view for scrolling to syntax positions. The tool required users to gaze on the target code for 

a dwell time duration to trigger a context menu, then gaze on the context menu icon to 

confirm the selection, which increased selection time and slowed the interaction, however 

after a pilot study, the authors implemented a combination of a keyboard and dwell time for 

selection. Whilst the system was perceived positively by participants overall, they 

highlighted issues around the selection of small targets and the accuracy of the tracking 

device. Additionally, Santos (2021) developed a code editor where the cursor can be 

controlled via gaze input. The editor allowed users to dwell on their desired location and 

quickly jump to that position by pressing a key on either the mouse or keyboard. No user 

evaluation was conducted, so how developers with physical impairments might perceive 

this approach remains unclear.  

In summary, while existing literature has focused on utilising eye gaze interaction for 

navigation, debugging and traceability of code, no prior work has been conducted to date 

investigating the feasibility of eye gaze for writing or editing code. Further research is 

therefore required to understand how gaze interaction can best be utilised to support these 

essential coding activities. Furthermore, prior gaze-based coding tools have only been 

evaluated with non-disabled developers, so additional work is also required to explore gaze 

as an interaction approach with developers who have physical impairments.  

2.5 Multimodal Speech and Gaze Interaction 

Research on multimodal interface design (which involves processing of two or more 

modalities such as speech, pen, touch, gaze) can be traced back to the 1980s where the focus 

was on developing new approaches that support flexible and efficient interaction methods 

(Bolt, 1980; Oviatt, 1997; Ruiz et al., 2009; Seizov and Wildfeuer, 2017; Oviatt, 2017; 

Oviatt and Cohen, 2022).  Studies on multimodality have examined how multimodal 

interface design can be informed through cognitive theories such as Gestalt theory, Working 

Memory theory, and Cognitive Load theory to help users minimise cognitive load and hence 

improve performance (Dumas et al., 2009; Kopp and Bergmann, 2017; Oviatt, 2017). 

Gestalt theory emphasise perceiving and interpreting information as a whole rather than 
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focusing on isolated components with a focus on highlighting how people perceive visual 

and spatial elements, extending to the comprehension of sounds, touch, and other types of 

modalities (Oviatt et al., 2003; Trujillo and Holler, 2023). Similarly, Cognitive Load theory 

pertains to the regulation of mental exertion or "load" placed on an individual's working 

memory while engaging with different modalities, such as speech, gestures, or visuals to 

enhance experiences through reducing cognitive burden, enabling users to efficiently 

process information (Sweller et al., 1990; Dumas et al., 2009). Furthermore, Working 

Memory theory  focuses on improving users' processing and retention abilities – for 

example, the combination of visual and auditory inputs can make it easier for users to 

understand and remember content,(e.g., when compared with reading), thus reducing 

cognitive load on working memory (Baddeley, 1992). Oviatt et al. (2000) believes that the 

successful development of multimodal systems requires tackling important research 

challenges such as creating cognitive theories to guide system design and improve natural 

language processing, dialogue processing, and error-handling techniques. However,  whilst 

there has been substantial work around multimodal interactions and experiences, there 

remains a lack of work in relation to improving tools for supporting multimodal applications 

and interfaces so they can become mainstream, especially since combining multimodal 

inputs (e.g., gaze, speech, and switches) across a range of domains is seen as a promising 

way to achieve universal access (Dumas et al., 2009). 

2.5.1 Multimodal Speech and Gaze Rationale  

Previous research has identified that unimodal interaction approaches can possess 

limitations and issues – for instance, gaze interaction can present challenges associated with 

accuracy (Miniotas et al., 2006; Beelders and Blignaut, 2011), selection of small targets 

(Skovsgaard et al., 2010; Creed et al., 2020), the Midas Touch (Van Der Kamp and 

Sundstedt, 2011; Rajanna et al., 2022), and calibration errors (Heikkilä, 2013). Similarly, 

speech interaction also has a range of limitations in relation to accuracy (Rozado et al., 2016) 

and misrecognition of vocal input (Wagner et al., 2012; Rosenblatt et al., 2018). To address 

these challenges, researchers have investigated the potential of combining both input 

approaches to enhance interaction experiences and address the limitations of each modality 

(Miniotas et al., 2006; Elepfandt and Grund, 2012). Additionally, this type of approach can 

provide a “fall-back option” - for example, if an input method is not functioning correctly, 
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the user can continue working with the alternative modality or as a unimodal interaction 

approach where the user has the option to fluidly choose between input methods (Beelders 

and Blignaut, 2010; Sengupta et al., 2018). Additionally, studies have highlighted that 

implementing multimodal approaches can require significantly less cognitive load and 

present usability benefits over unimodal approaches (Kaiser et al., 2003; Zimmerer et al., 

2022).  

2.5.2 Multimodal Speech and Gaze Research 

Studies have also explored various multimodal approaches associated with both gaze and 

speech for interaction purposes. For instance, researchers have explored combining gaze 

input with a mouse (Lankford, 2000; Bates and Istance, 2002; Hansen et al., 2003), keyboard 

(Wang et al., 2001; Kumar et al., 2007), gestures (Ghosh Sanjay et al., 2013; Zhang et al., 

2020), mechanical switches (Creed et al., 2020), and touch (Khamis et al., 2016; Pfeuffer 

and Gellersen, 2016). Similarly, research studies have explored the use of speech with 

gestures (Bolt, 1980; Wang, 1995; Oviatt, 1997; Cohen et al., 1997; Ghosh et al., 2020; 

Kang et al., 2019), touch (Srinivasan et al., 2019), and mechanical switches (Aziz et al., 

2021, 2022). 

Research has also explored the direct combination of speech and gaze modalities in different 

domains – for instance, Wang (1995) proposed an application integrating eye gaze, voice 

and gestures for manipulating 2D and 3D objects within a window-based environment. 

Miniotas et al. (2006) developed a gaze and speech-based multimodal pointing technique 

for selecting small, closely spaced targets. The study found that the combination of speech 

and gaze interaction outperformed gaze-only interaction. Studies have also explored 

multimodal interaction techniques to support creative design – for instance, Van Der Kamp 

and Sundstedt (2011) combined gaze and speech to produce graphical work. The application 

used gaze to control the cursor while speech input triggered actions such as drawing and 

opening the colour palette. Whilst the results validated the combination of multimodal 

speech and gaze interaction for an efficient drawing process and was perceived positively 

by participants, several issues such as speech misrecognition and gaze accuracy were 

reported. Sengupta et al. (2018) developed a multimodal browser that can be operated using 

gaze and voice interaction where users can combine input methods to work together or 

utilise one modality based on their preferences and context. The authors highlighted that 



Chapter 2: Background and Related Work 

 

 

 Bharat Paudyal – March 2023                                                               41 

 

multimodal interaction helped overcome accuracy limitations and ambiguity issues 

associated with the individual use of gaze and speech modalities. A pilot test with five users 

found that the multimodal approach was more efficient and accurate across a range of tasks 

when compared with a single modality.  

Eye gaze and speech have also been combined to form a multimodal system for controlling 

desktop environments - for instance, Rozado et al. (2016) utilised gaze to dwell on a target 

position within a desktop environment and used voice to trigger actions such as a left mouse 

click. Whilst the authors highlighted that the combination of both input methods could 

outperform the unimodal approach (i.e. speech only and gaze only interaction), no 

evaluation was conducted, so it remains unclear how the participants would have perceived 

the approach. A similar approach was also proposed by Castellina et al. (2008), who 

highlighted that using speech can remove the requirement for dwell time as a selection 

approach, thus supporting more efficient interactions. Beelders and Blignaut (2011) 

incorporated speech and gaze as additional input modalities within a word processor to 

provide alternative interaction opportunities for controlling the application. Users were 

provided with the freedom to select either the combination of gaze and speech or a single 

modality to work based on their suitability. Speech was used for text dictation and providing 

commands to control the interface (e.g. formatting text, cursor control), while various eye 

tracking options such as blinking, user-defined dwell time, and look-and-shoot approach 

(using the keyboard’s Enter key) were used to trigger selections. Results from a user 

evaluation confirmed that a combination of speech and eye gaze significantly improved the 

accessibility of the word processor.  

Speech and gaze have also been utilised for game control – for instance, in the game “The 

Revenge of Killer Penguins” (Wilcox et al., 2008), users select objects within the game by 

using either voice commands such as “look” and “pickup” or gaze selection approaches such 

as blinking and winking. No user evaluation was conducted, so it is unclear how participants 

would have perceived this approach. Uludağli and Acartürk (2018) explored a multimodal 

gaming approach combining gaze and voice inputs – where users are able to move from one 

position to another position through gaze while using voice commands to trigger the actions 

on the objects. Results from a user study highlighted that combining the two modalities can 

be an acceptable interface control method for mobile devices. 
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The use of multimodal interaction approaches to support developers in performing coding 

activities has received little attention to date. Delimarschi et al. (2014) explored the 

combination of gesture and voice for interacting with an existing coding IDE interface. Their 

application KinectCommander used speech commands to trigger actions such as “find and 

replace”, “add new files”, and “activate menus”, whereas gestures were used for moving 

and resizing specific sub-windows and scrolling through code within the Microsoft Visual 

Studio IDE (2023). Whilst the system has the potential to minimise the use of a keyboard 

and mouse, the authors highlighted accuracy and usability issues with the system. For 

example, it typically took multiple attempts for users to complete gesture commands, while 

it took an average of two attempts to successfully trigger a voice command.  

2.6 Summary 

This chapter presented and discussed disability and common barriers encountered by people 

with physical impairments, as well as some of the common assistive tools that are utilised 

to make interactions with digital systems more accessible. Voice input and gaze interaction 

were highlighted as two technologies that hold significant potential to support people with 

physical impairments due to increased availability, cost reductions, and increased efficacy 

of the technologies. Furthermore, it was highlighted that previous work has identified how 

combining these technologies in a multimodal system can provide potential interaction 

benefits (e.g. the strengths of each modality can address the limitations of the corresponding 

input approach). A particular emphasis of the review was placed on research investigating 

the potential of these technologies to support developers with physical impairments in 

writing, editing, navigating and managing code. In particular, whilst previous studies have 

explored the combination of voice and gaze in non-programming fields (Van Der Kamp and 

Sundstedt, 2011; Beelders and Blignaut, 2011; Elepfandt and Grund, 2012; Sengupta et al., 

2018), it remains unclear what the optimal complimentary roles are for each input method 

when utilised to support coding activities. Moreover, the use of additional controls (e.g. 

mechanical switches commonly used by people with physical impairments) could also 

further support a combined gaze and speech approach, although we have little understanding 

around the feasibility of a system integrating multiple methods of input in this context. 

Further work is therefore required to investigate to what extent gaze, speech and other input 

tools can be combined to make coding accessible for people with physical impairments. 
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Whilst studies have explored voice input to support developers with physical impairments 

with coding activities, there remain several areas where less or no work has been conducted 

to date – for instance, no comparative studies have been conducted to measure the efficacy 

and usability of fixed grammar and natural language coding approaches. Similarly, no 

evaluations using natural language approaches have been conducted with developers with 

physical impairments, so it remains unclear whether these coding methods are viable for 

this target audience. Similarly, little work has been focused on implementing code 

navigation features such as call graphs to navigate code blocks or scrolling to a different 

section of the codebase using multimodal approaches. This represents a significant gap in 

the literature where further work is required to understand the potential impact of these 

interaction approaches in this context. To address the lack of research around different 

combinations of gaze, speech, and other input approaches to support coding, the following 

three chapters present a series of studies focused on multimodal interaction approaches for 

supporting developers with physical impairments. 
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3 MULTIMODAL CODING VIA SPEECH, 

GAZE AND SWITCHES  

This work has been published in the proceedings of the 2020 ACM Designing Interactive 

Systems Conference (DIS '20’) as “Voiceye: A Multimodal Inclusive Development 

Environment” (Paudyal et al., 2020)  

3.1 Introduction 

This chapter presents an investigation into the use of a multimodal prototype (“Voiceye”), 

enabling developers with physical impairments to write and edit code using a combination 

of speech, gaze, and mechanical switches. Whilst some initial work has investigated the use 

of speech as an interaction paradigm to support writing code (Begel and Graham, 2005; 

Wagner and Gray, 2015; Maloku and Pllana, 2016; Rosenblatt et al., 2018), studies have 

highlighted that this method of input presents known challenges around voice recognition 

accuracy (Oviatt and VanGent, 1996; Suhm et al., 2001). Similarly, gaze interaction has 

been utilised to support different coding activities (such as code navigation (Radevski et al., 

2016; Shakil et al., 2019; Santos, 2021)), although studies have also highlighted that this 

technology exhibits inherent limitations such as issues around the selection of small targets 

(Miniotas et al., 2006; Skovsgaard et al., 2010), slow typing speeds (Majaranta and Räihä, 

2002; Bafna, 2018), and well-known challenges associated with the Midas touch issue 

(Jacob and Karn, 2003; Glücker et al., 2014; Meena et al., 2017).  

Research has started to explore how speech and gaze can be combined for making 

interactions more accessible for people with physical impairments in applications such as 

web browsing (Sengupta et al., 2018), operating desktop interfaces (Pireddu, 2007; Rozado 

et al., 2016), and word processors (Beelders, 2011), although there has been a lack of work 

to date exploring this approach to support coding activities. It also remains unclear the extent 
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to which the use of additional input modalities (e.g. mechanical switches) can potentially 

present more inclusive and accessible interaction methods for disabled developers. To 

address this gap in the literature, this chapter initially highlights the design rationale behind 

a new multimodal prototype (Voiceye), along with details around a user evaluation with 

non-disabled developers investigating the feasibility of the prototype to support 

development tasks. Iterative updates are then highlighted based on feedback from 

participants, with a further evaluation then detailed involving disabled developers to better 

understand their perceptions and performance when utilising the Voiceye prototype for 

coding. This chapter therefore presents three key contributions:  

(1) a novel multimodal coding environment enabling people with physical impairments to 

write and edit code. 

(2) a user study demonstrating the usability of the system and new insights into this form of 

multimodal interaction.  

(3) validation of this approach through a further evaluation demonstrating that people with 

physical impairments can effectively write code. 

3.2 Prototype Design 

To address the lack of research exploring the potential of multimodal interaction approaches 

to facilitate coding activities for disabled users, a code editor (Voiceye) was developed that 

can be operated using the combination of gaze, speech input, and mechanical switches. 

Voiceye is a desktop-based application developed using ElectronJS (2023) that enables 

writing and editing HTML/CSS code via gaze interaction, whilst voice input is used for 

dictating long text (e.g. comments) and performing commands such as selecting, deleting, 

and navigating code. It is built on top of CodeMirror (2023) – an open-source JavaScript-

based code editor which provides standard features such as syntax highlighting, search, 

replace, and code indentation.  

Voiceye consists of four components: an automatic speech recogniser (using Microsoft’s 

Azure Speech service (Microsoft, 2023)), a rule-based syntax grammar, an onscreen 

keyboard (controlled via gaze input), and two mechanical switches – one for performing 

selections on buttons within the interface (e.g. a virtual keyboard key) and the other for 

toggling activation of the voice recognition system (Figure 3.1). As the user speaks, the 
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prototype converts speech to text and performs a check against the rule-based syntax 

grammar listed in Table 3.1. Appropriate actions are then triggered based on the spoken 

command. The onscreen keyboard allows users to type code via fixating on characters of 

interest and then completing the selection by pressing one of the designated mechanical 

switches. 

 

Figure 3.1: A system diagram of the Voiceye application 

 

The main interface was informed through the design of existing mainstream development 

environments (e.g. Visual Studio Code (2023), Atom (2023), Brackets (2023)). These 

applications typically display line numbers by default on the left side of the interface with 

the code included in the main interface area (with features such as syntax formatting 

enabled). A similar interface layout was adopted, along with a theme similar to the default 

one used in Visual Studio Code (Figure 3.2). The QWERTY keyboard layout is the most 

common approach used in eye typing studies (Kristensson and Vertanen, 2012; Mott et al., 

2017). This layout was therefore integrated into the application with keys that are 

110x110px in size to support more comfortable selection via gaze. The keyboard included 

standard delete, backspace, space, enter, shift/capslock, and tab keys. A “char” key was also 

provided (“123?”) to toggle between letters, numbers, and special characters. Arrow keys 

are included that allow users to navigate through single characters of text (speech provides 

navigation around lines and words). Early usability testing found that placing the keyboard 

at the bottom border of the screen resulted in some keys being problematic to select via gaze 

– 100px of padding was therefore applied to the bottom of the keyboard to make all keys 

easier to select. 
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To address issues of slow typing speeds via gaze, Emmet (2023) was integrated into the 

system allowing users to write HTML and CSS code using a shorthand notation that is then 

expanded to full syntax. For example, users can type “div#menu.side” to generate the 

following code: 

 

A number of approaches were also considered for performing selections (i.e. dwell time, 

speech commands, gaze gestures), but a decision was made to opt for mechanical switches 

commonly used by people with physical impairments (Lancioni et al., 2008). There has been 

a lack of studies investigating the use of switches as a selection approach in a multimodal 

context, so this approach presents an opportunity to explore users’ perceptions of this type 

of interaction method. 

Speech input can be activated using the designated switch – upon selection, a semi-

transparent text area is displayed above the keyboard, along with an animated spinner. When 

the user speaks, the text recognised by the system is displayed to the user to provide instant 

feedback. An animated spinner icon also provides a visual cue that the system is currently 

processing speech input. These interface elements were added after initial usability testing 

on an earlier version, where users expressed frustration at not knowing if the system had 

detected their input correctly. This typically resulted in a delay in seeing if the system 

performed the correct action or whether the user had to repeat the command. 
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Figure 3.2: Screenshot of the Voiceye interface when the speech recogniser has been activated. The 

spinner indicates that the recogniser is listening for speech input. The user has issued the text “type 

freelance developer” in this example. The user’s gaze also hovers over the “w” key (resulting in visual 

feedback through the red background). 

 

 

 

The choice of vocal commands (Table 3.1) were informed through Rosenblatt et al. (2018)’s  

Wizard of Oz (WOz) study with coders and their final choice of commands integrated into 

the VocalIDE system. The WOz was conducted with ten non-disabled participants to gain 

an understanding of the commonly used vocal commands when writing, editing, selecting 

and deleting code. During this WOz study, participants were provided with two blocks of 

code - one containing errors and another without any errors. They were asked to provide 

verbal instructions to correct each syntax error to a researcher, who operated a text editor 

according to a predetermined protocol. Additional commands were also included, such as 

“open/close keyboard” (to trigger the keyboard), “clear” (to clear any highlighted words), 

and “undo/redo” (to redo/undo the previous command). 
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Table 3.1: List of main vocal commands used in Voiceye. The “Vocal Commands” column contains 

key words/terms that users actually speak. Underlined text in “Example Code / Utterances” column 

includes example code to demonstrate how each speech command functions. The action performed 

through each speech command is visualized in the “Example Output” column. ∎ denotes the position 

of the cursor. * denotes new commands added after the first user evaluation. 

 

Tasks  Commands Description Example Code / Utterances Example Output  

Code Entry “Type” Entering new text. <p>∎</p> 

Speech: “Type welcome” 

<p>welcome∎</p> 

Navigation “Go to {line number}” Navigating between the 

lines. 

Speech: “Go to 17” Cursor placed at the start of line 17. 

“Left/Right” Navigate one position 

left/right. 
<main∎class="main"> 

Speech: “left” 

<∎main class="main"> 

* “Left/Right 

{number}” 

To navigate x positions 

left/right. 
padding: 4px ∎ 2px 3px 4px; 

Speech: “Left 2” 

∎padding: 4px 2px 3px 4px; 

“Up/Down” Navigate one line 

up/down. 

8. <div class=”main”> 

9. ∎<h1>User</h1> 

Speech: “Up” 

8. ∎<div class=”main”> 

9.<h1>User</h1> 

“End of Line” Navigate to the end of the 

current line. 
∎<h1>User</h1> 

Speech: “End of line” 

<h1>User</h1>∎ 

Selection “Select” Select one /multiple 

elements of code. 
padding: 4px∎2px 3px 4px; 

Speech: “Select Select” 

padding: 4px 2px 3px ∎ 4px; 

“Select {line number}” Select a single line. 8. ∎<nav> 

9. <div>header </div> 

10. </nav> 

Speech: “Select 9” 

8. <nav> 

9. <div>header </div>∎ 

10. </nav> 

“Select {line number} 

to {line number}” 

Select multiple lines. 12. ∎<div> 

13. … 

20. </div> 

Speech: “Select 12 to 20” 

12. <div> 

13. … 

20. </div>∎ 

“Select {property}” Select attributes and 

values. 
<img∎src=”abc.png” 

height=”20px”> 

Speech: “Select property” 

<img src=”abc.png”∎ 

height=”20px”> 

Deletion “Delete line {line 

number}” 

Delete a single line. 12. ∎<nav> 

13. <div>header</div> 

14. </nav> 

Speech: “Delete line 13” 

12. <nav> 

13. ∎</nav> 

“Delete line {line 

number} to {line 

number}” 

Delete multiple lines.  11. <section> 

12. ∎<div> 

13. … 

20.  </div> 

21. </section> 

Speech:“Delete line 12 to 20” 

11. <section> 

12.  ∎</section> 

“Delete selected” Delete highlighted code.  padding:4px 2px 3px 4px; 

Speech: “Delete selected” 

padding: 4px 2px 3px∎; 

Add 

Comment 

“Comment” Add single line comment. ∎padding: 4px 2px 3px 4px; 

Speech “comment” 

/*padding: 4px 2px 3px 4px;*/ ∎ 
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3.3 User Study 1 

To explore the feasibility and usability of the Voiceye prototype an initial evaluation was 

conducted with non-disabled developers. A key requirement for using the application was 

that all users could utilise a combination of speech, gaze, and switches for controlling the 

interface (regardless of whether they have a physical impairment). It was therefore felt that 

a first study with non-disabled participants would provide an important and relevant insight 

into using this multimodal approach for coding purposes. It also provided an opportunity 

for identifying areas where future improvements could be made through iterative 

development work (prior to conducting evaluations with developers who have physical 

impairments). 

3.3.1 Research Question 

The research question below was developed to address the limited work completed around 

the potential of multimodal interaction to support development tasks: 

RQ: How can multimodal approaches (utilising speech, gaze, and mechanical switches) 

support people with physical impairment in writing, editing, navigating and selecting 

code? 

The broad focus of this question facilitated an exploratory research approach to help develop 

a deeper understanding of the challenges and opportunities associated with this method of 

interaction within a coding context.  

3.3.2 Participants 

29 participants (two female) were recruited from a population of university students and 

social media platforms with ages ranging from 19 to 45 years (M=27.9; SD=7.87). 13 

participants wore corrective lenses (10 glasses). Participants were asked to self-assess their 

web development skills, as well as experience in using alternative input methods for 

interaction with computers. Eight participants had prior experience using an eye tracker, 

while 20 participants reported prior experience with using a speech recognition system. Nine 

were native English speakers, five were native Urdu speakers, and three participants’ native 

language was Bengali. Similarly, other native languages included Nepali, Malay, Romanian, 
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French, Farsi and Polish. 25 participants had experience with web development including 

HTML and CSS coding with an average of 1.7 years of previous experience (SD=4.02).  

3.3.3 Apparatus 

Voiceye was installed on a Windows laptop (Intel® Core (TM) i3-7100U CUP and 8GB 

RAM) with an external 23-inch LCD monitor of 1920x1080px resolution. The Eye Tribe 

device (Eye Tribe, 2023) was used to support gaze tracking, providing an average accuracy 

of 0.5 to 1° of visual angle and an operating range between 45-75cm. The Eye Tribe was 

placed in front of the monitor on a tripod at a distance of approximately 60cm away from 

the participant’s eyes. The laptop’s built-in microphone was used for capturing the speech 

input. Two 65mm Jelly Bean switches were placed in front of the monitor and eye tracker 

(Figure 3.3) – the one on the left was used to trigger keyboard selections, and the one on the 

right for activating the speech recognition system. 

3.3.4 Procedure 

Pre-Test: Institutional Review Board (IRB) approval was obtained for the study. 

Participants were provided with an information sheet containing details about the study and 

asked to provide informed consent. They were also asked to complete a pre-test 

questionnaire (Appendix A.1) to collect demographic information, as well as details on their 

level of experience with software development and the use of alternative input methods. 

Participants were given a demonstration of the prototype and encouraged to ask any 

clarifying questions. A nine-point calibration process was then performed using the Eye 

Tribe sensor. After successful calibration, participants were asked to practice with the 

application for 5-10 minutes to ensure they could comfortably control the interface. During 

the practice session, they were asked to write HTML and CSS code, navigate to different 

line numbers, select and delete code, and edit syntax errors. 
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Figure 3.3: A participant performing the usability evaluation. 

 

Main Test: After the practice session, participants started working through the main tasks. 

The tasks chosen were designed and categorised based on the development scenarios utilised 

by Rosenblatt et al. (2018). The main task categories included Adding Code [ADD], 

Selecting Code [SELECT], Deleting Code [DELETE], and Editing Code [EDIT]. Each 

category consisted of 16 tasks of which 8 were related to HTML and the remaining 8 were 

focused around CSS (64 in total) (Appendix A.2). The EDIT tasks were informed by the 

highest occurring HTML/CSS syntax errors made by computing majors (Park et al., 2015). 

The ADD tasks for HTML included adding a new element (e.g. <h1></h1>), a new element 

with single or multiple properties (e.g. <div id="articles"></div>), creating elements with 

child elements, writing HTML manually without using Emmet, adding some paragraph text 

(e.g. <p>Welcome to my Portfolio</p>), and creating a freeform comment. ADD tasks for 

CSS included adding new empty styles for classes (e.g. “.div {}”), styles with single and 

multiple properties (e.g. “color: #000; background: #FFF”), styles targeting children of an 

element (e.g. “.div>span”), writing CSS manually without Emmet, and standard freeform 
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comments. The SELECT tasks for both HTML and CSS involved selecting elements/styles, 

lines, properties of elements/styles, blocks of code (i.e. spanning multiple lines), and 

specific words within a block of text. DELETE tasks required removing elements/styles, 

lines, element/style properties, a block of code, specific words within a block of text, and a 

comment. Finally, EDIT tasks included fixing typographical mistakes, addressing unclosed 

element pairs, correcting comment syntax, and fixing misidentified or “confused” constructs 

(e.g. declaring <h1> instead of <title> within a header). A list of all tasks is provided in 

Appendix A.2.  

Participants were initially shown the “starting” code on paper that would be seen upon 

starting the task. The final completed code snippet was also shown to participants (on paper) 

in order to help them clearly understand what code or updates needed to be made. The 

researcher would outline the actions required to complete the task – voice commands and 

Emmet code related to the task categories were also provided to participants. Once they 

made the necessary updates and verbally stated that they had completed the task, the 

researcher used a keyboard shortcut to move onto the next task. Once all the tasks for a 

particular category were completed (e.g. ADD tasks), participants moved onto the next 

category, and the process was repeated until all tasks were completed. The task categories 

and tasks within each category were randomised to reduce the potential impact of order 

effects. The start time, end time, vocal commands, and gaze actions (i.e. buttons clicked, 

position of gaze) were logged for later analysis. SUS (Brooke, 1996; Bangor et al., 2009) 

and NASA-TLX (Rubio et al., 2004) were also administered after all tasks had been 

completed, as well as an online survey (Appendix A.3) to obtain subjective perceptions of 

the application. The aim of designing the study was not to create a highly controlled 

evaluation but instead to provide structured tasks that encouraged participants to gain 

experience in using the application. 

3.3.5 Measures 

3.3.5.1 Task Completion time 

Task completion time was measured to gain an indication around the length of time required 

to complete tasks using the multimodal approach. Task completion time was measured in 
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milliseconds from when participants started each task (i.e. after the researcher initiated the 

task via a keyboard shortcut) until the task had been completed. 

3.3.5.2 Usability and Cognitive Workload 

SUS has been widely used as a standard measure to assess the subjective usability of systems 

including software, web applications, and hardware (Shakil et al., 2019; Sengupta et al., 

2020; Creed et al., 2020). It is comprised of 10 items associated with usability and can 

efficiently be administered to study participants (Brooke, 1996; Bangor et al., 2009). SUS 

will therefore be utilised to measure the perceptions of usability at the end of the study. 

Similarly, NASA-TLX (Rubio et al., 2004)  has been widely used in research studies to 

measure perceptions of workload and will also be administered to participants after 

completion of the study tasks.   

3.3.5.3 Speech and Gaze Performance 

Speech and gaze interaction errors were categorised into four themes: Speech Recognition 

– where the recogniser was inaccurate (e.g. “go to line 10” is recognised as “go two nine 

10”); Unrecognised commands – where users issued commands that were not defined (e.g.  

“remove line 6” instead of “delete line 6”); Gaze Typing – where an incorrect character is 

selected when writing text (e.g. when required to select “d” as a first character, a user 

incorrectly selects “s”); System error – where a user performs the correct action (i.e. correct 

voice command or selection via eye gaze), but the system did not perform the appropriate 

action (due to latency issues). 

3.3.5.4 Post-Test Questionnaire 

To obtain qualitative feedback, participants were presented with an online survey with 

questions focused around their perceptions of using a multimodal approach for writing code, 

their experiences in using speech for issuing commands, how they found the use of gaze and 

Emmet for writing syntax and any suggestions for future updates (Appendix A.3).  
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3.3.6 Results 

3.3.6.1 Task Completion Time 

Task completion times ranged between 28:02 minutes to 76:01 minutes with an average 

time of 41.10 minutes (SD=12.04 minutes). The ADD tasks for both HTML (7:15 min – 

SD=2.10 min) and CSS (8:11 min – SD=4:41 min) and EDIT HTML tasks (7:48 min – 

SD=2:57 min) took the longest to complete. The average completion times for the other 

categories ranged from 2:30 min (SD=0.46 min) for SELECT CSS to 4:58 min (SD=2:06 

min) for the DELETE HTML category. 

3.3.6.2 Usability and Workload  

The Voiceye application received an average SUS score of 68.1 (SD=20.8). According to 

Bangor et al. (2009), the score can be labelled as OK. An average NASA-TLX score of 42.0 

(SD=20.1) was received for the application indicating the prototype has a “somewhat high 

workload”.   

3.3.6.3 Speech and Gaze Performance  

All vocal and gaze actions were captured and analysed in terms of the errors categorised in 

Section 3.3.5.3. A total of 2493 errors were recorded (HTML: 1355; CSS: 1138) – in terms 

of HTML, 350 errors were related to Unrecognised Commands (e.g. a user issuing 

commands such as “remove line 100” and “go center”, which were not part of the defined 

vocal grammar), 686 were associated with Speech Recognition (e.g. the command “right 

10” which was often misrecognised as “write 10”, 270 were related to Gaze Typing (e.g. a 

user selecting the wrong character when typing code), and 49 errors were related to System 

Error (e.g. the system not responding to a command issued by the user). For CSS, 307 errors 

were related to Unrecognised Commands (e.g. user uttering “cut this”  – which was not part 

of the command), 565 were related to Speech Recognition (e.g. the command “delete 

selected” was misrecognised as  “delete elected”), 218 were associated with Gaze Typing 

(e.g. user accidentally pressing the characters twice), while 48 were System Errors.  

3.3.6.4 Qualitative analysis 

Qualitative data obtained through the semi-structured interviews and observations were 

retrieved for analysis. A thematic analysis (Braun and Clarke, 2012) was implemented to 
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identify overarching themes and concepts by deriving codes from the retrieved qualitative 

data. These themes and concepts were then iteratively analysed and grouped into the five 

key themes as  listed below: 

Speech Interaction  

20 participants provided positive responses around the use of voice for controlling the 

system - comments focused around the voice being accurate, quick and easy to use:  

“… the speech controlling system was efficient and easy to use” (P15).  

Seven participants also highlighted that they preferred speech over gaze as an interaction 

approach:  

“it was much quicker, more reliable and allowed for shortcuts (such as end-of-line etc.) … 

with a few extra commands I would not need to rely on the gaze-based input as much” (P28).  

However, two participants explicitly commented that they found voice interaction 

challenging to use:  

“…your eye would be focused on the editor, not the prompt coming back so it would take 

time to work out it had misheard you, then break your focus look at what happened and 

repeat” (P14). 

Furthermore, seven participants highlighted that some of the listed commands were not 

always recognised and that they sometimes had to repeat commands on multiple occasions.  

Gaze Typing 

16 participants provided positive comments about typing code via gaze stating that it was 

easy and intuitive to use:  

“…it was reasonably quick and the keyboard layout was intuitive” (P28).  

Five participants commented that they initially found it challenging but that they found it 

easier over time:  

“…it was harder in the beginning, but I got used to it pretty quickly” (P22).  

Seven participants commented that typing via gaze was “hard” or “difficult”, including three 

participants who stated accuracy and calibration issues made the experience “frustrating” 

(P27, P29, P30). 20 participants commented positively on using Emmet when writing code 
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via gaze. These positive statements tended to emphasise that the approach was fast and 

simple to use:  

“…it was really easy as it did not take any time to write the code manually” (P4).  

Six participants again commented that calibration and accuracy issues influenced their 

coding experience via gaze:  

“it was a good way of speeding up the workflow, but the eye tracker's low accuracy made it 

tricky to be consistent” (P28). 

Overall Multimodal Approach 

19 participants provided positive responses around their experience of using a multimodal 

approach in a coding environment. These participants described the approach as “simple” 

and “easy” to use:  

“my overall experience was good, it was easy to use and the functions were simple…” (P15).  

Further comments re-emphasised participants’ overall positive perceptions of the prototype 

and ability to complete tasks – for example, P17 commented that:  

“…there is potential for this tool to aid programmers in general; programmers using 

multiple screen at home may benefit particularly from talking to one screen and type-code 

on another screen – allowing programmers to sift through data files/code”.  

Observation Insights 

 It was observed that Voiceye was unable to distinguish between different homophones – 

for instance, when attempting to delete lines 2 to 5, participants often said “delete line 2 to 

5”, although the recogniser would often interpret this as “delete line 225”. Voiceye would 

therefore attempt to delete line 225 instead of deleting lines 2, 3, 4 and 5. Similarly, the 

recogniser also commonly misinterpreted the context when participants stated numbers – 

for example, “2” was often recognised as “to” and “4” as “for”.  Additionally, participants 

occasionally forgot to trigger the mechanical switch for initiating the recogniser, thus 

resulting in them having to repeat commands once they realised voice input was not being 

detected. It was also observed that participants triggered the speech recogniser key instead 

of the gaze selection key to perform the selection of keyboard input. In a small number of 

cases (N=34), participants also used voice commands to write the code in addition to gaze 
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input (e.g. instead of typing “color: red;” via gaze, participants would say “type colour red” 

and then would use the keyboard to type the “:”).  

Future Improvements 

Four participants suggested including more voice commands to navigate around syntax:  

“… the ‘right’ and ‘left’ options were very tedious to use. It might be useful to have some 

sort of feature which allows you to move several spaces in the left and right direction at a 

time” (P6). 

 Similarly, P28 commented that a more extensive range of commands would be useful: 

“… allowing for typing individual letters, allowing jumping to specific columns within a 

line and simplifying repetitive navigation tasks (such as moving to words in the middle of 

lines)”.  

Eight participants also emphasised the importance of ensuring the gaze system is accurate 

and comfortable to use. 

3.3.7 Study Summary 

The main objective of this study was to examine the feasibility and usability of multiple 

input modalities in performing coding activities. The majority of participants had no prior 

experience of using speech or gaze in the development environment and despite practicing 

for a short period (approximately 10 minutes), all participants were able to use gaze to type, 

voice to control the interface, and switches for selection. The results of the study were 

positive and validated the feasibility of combining these methods of interaction for 

performing coding activities. Whilst participants found the approach to be intuitive, simple 

and easy to use, they also highlighted some limitations around the accuracy of speech 

recogniser and eye tracking. In terms of gaze interaction, this can potentially be addressed 

through utilising an eye-tracking device with a higher level of accuracy and precision. The 

issues around speech misrecognition can also be minimised further through the inclusion of 

additional vocal commands (e.g. the command “right” was often misrecognised as “write”, 

so mapping these commands to perform the same action can help to address this issue). The 

insights obtained from this evaluation provided opportunities for further iterative 

development (detailed in the following section) prior to testing the feasibility of the 
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multimodal approach with the primary target audience (i.e. developers with physical 

impairments).  

3.4 User Study 2 

Informed through the feedback obtained from the exploratory study, iterative updates were 

made to Voiceye, and a follow-up study was conducted with five users who have physical 

impairments to explore their experiences in writing HTML and CSS syntax using the 

system.  

3.4.1 Voiceye (Version 2) 

To address feedback from the first study around enhancing syntax navigation, a new vocal 

command enabling users to jump multiple positions within a line was added (e.g. Left/Right 

x - “Left 5” would move the cursor five positions to the left from the current position). 

Additionally, several participants during the initial study commented on the system’s 

misrecognition of some commonly used voice commands like “delete” and “select”, so 

similar words were integrated into the speech recogniser and then mapped to the correct 

command (e.g. the system was often misrecognising a “delete” command as “de’lite” – this 

“incorrect” term was therefore added to the grammar). Moreover, Wagner and Gray (2015) 

previously highlighted that non-native English participants could experience more 

pronunciation errors, so the system was updated to support the selection of different English 

accents (i.e. British English, American English, Indian English, Australian English accent) 

and offered through Microsoft’s Azure Speech service (to help further enhance recognition 

accuracy) (Microsoft, 2023). Whilst most users in the first study were able to control the 

system via the Eye Tribe device effectively, it was decided to integrate the Tobii 4C sensor 

(Tobii, 2023) which provides a higher level of accuracy and has a more significant operating 

distance to address accuracy issues reported by some users. 
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3.4.2 Participants 

Five participants were recruited through the support of the London RSI group (London RSI, 

2023) and existing links within the research team. Participants’ ages ranged from 20 to 38 

years. Participants had a mean age of 23.6 years (SD=7.3 years), with four being diagnosed 

with RSI and one with Cerebral Palsy. Participants were asked to self-assess their experience 

with web development skills and alternative input methods (Table 3.2). Participants had 2.4 

years (SD=1.5 years) of web development experience, three participants had previously 

used speech recognition technology for development work, whilst none had prior experience 

using eye gaze as an alternative interaction approach. One participant was a native-English 

speaker – the other native languages included Nepali, Lithuanian, Polish and Spanish. Two 

participants wore corrective lenses (all glasses). 

3.4.3 Apparatus 

The study was conducted on a Windows 10 laptop (Intel® Core (TM) i3-7100U CPU and 

8GB RAM) with the screen resolution set to 1920x1080px. The Tobii 4C eye tracker was 

used and attached to the bottom of the screen via a magnetic connection. This sensor 

provides an average accuracy of 0.4 to 0.9° of visual angle and an operating range between 

50-95cm. Two 65mm Jellybean switches were again used for completing gaze-based 

selections and for triggering the speech recogniser. The equipment was set up on a table and 

tailored to participants’ needs (e.g. in terms of where the switches were placed). 

3.4.4 Procedure 

Institutional Review Board (IRB) approval was obtained for the study. Evaluations were 

conducted at participants’ home or work environments (P1, P2, P4 and P5) and the DMT 

Research Lab (P3). Participants were initially given an information sheet and asked to 

provide informed consent. A survey (Appendix A.4) was then administered to collect 

demographic information, details of impairments, and information about their web 

development skills. Upon completion of the survey, participants were given a guided 

demonstration of the prototype by the researcher. The eye tracker calibration process was 

then completed, and participants were asked to practice using the system for around 5-10 

minutes. 
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ID Age Impairments Technical Experience Challenges  

P1 21 (M) 

RSI (since 2017). Burning 

sensation in wrists and 

forearms. 

WD: 2 years; SRT: 1 year; EG: None; 

IDE: Visual Studio; AT: Uses 

VoiceCode and vertical mouse. 

Limited HTML/CSS support 

in VoiceCode; misrecognition 

of speech input.  

P2 38 (M) 
RSI (Since 2018); Pain in the 

wrist and fingertips. 

WD: 5 years; SRT: 1 year; EG: None; 

IDE: Web Storm; AT: Used Nuance 

Dragon once – uses mouse/keyboard. 

Issues with speech recognition 

accuracy; experiencing severe 

pain when using 

keyboard/mouse. 

P3 20 (M) 

Epidermolysis bullosa (since 

birth); gets blisters from 

friction and extreme heat. 

WD: 1 year; SRT: None; EG: None; 

IDE: Dreamweaver; AT: Previously 

used IntelliKeys – currently uses a 

standard keyboard and vertical 

mouse. 

Experiences pain when typing 

via keyboards (both standard 

and IntelliKeys). 

P4 18 (M) 

Mild Cerebral Palsy (since 

birth); affected mobility; stiff 

limbs; difficulty in typing. 

WD: 1 year; SRT: None;  EG: None; 

IDE: Dreamweaver; AT: None. 

Difficulty typing on a 

keyboard and using a mouse to 

control software (due to 

mobility impairments). 

P5 21 (M) 

RSI (Since 2019); Pain in the 

left shoulder, numbness in 

left arm and fingers. 

WD: 3 years; SRT: 1 year;  EG: 

None; IDE: VSCode, Atom; AT: 

Uses TalonVoice. 

No standardized voiced 

commands with TalonVoice; 

voice recognition accuracy 

issues. 

 

Table 3.2: Participant Details - WD =Web development; SRT =Speech Recognition Tools; EG =Eye 

Gaze; IDE =Integrated Development Environment; AT =Assistive Technology; VSCode = Visual 

Studio Code 

 

The main task was designed around a real-world development scenario in which a website 

had to be coded using HTML and CSS. Participants were provided with a screenshot of the 

website on paper to provide some context around the task (Figure 3.4). They were also given 

a sheet with the available voice commands and examples of Emmet commands that could 

be used to complete the task to avoid bias due to learning effects. The Voiceye application 

was then started with a blank HTML and CSS document opened by default. Participants 

were asked to start working towards coding up the design using the multimodal interaction 

approach. Moreover, upon completing the activity, they were asked to complete the main 

task separately using their existing assistive technology and code editor of choice (for 

comparative purposes). Three participants (P1, P2, P3) were able to complete this additional 

element of the study, whilst the other two preferred to leave this due to the potential 

discomfort it might cause them. 
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This study design aimed to give participants a realistic coding activity that encouraged them 

to explore and openly evaluate the application and interaction approach (as opposed to 

conducting a highly controlled study). There was no time limit set for the activity, although 

participants were informed that they could take a break or withdraw at any time if they 

experienced any fatigue, tiredness, or discomfort. Sessions lasted between 65-130 minutes, 

and participants were then asked to complete a SUS form to assess the overall usability of 

Voiceye. They then completed an online survey (Appendix A.5) with questions focused 

around exploring their experiences of using the system. Finally, an informal interview was 

conducted to further investigate their perceptions of the application and the multimodal 

coding approach used. 

 

Figure 3.4: The design used for the follow-up study 
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3.4.5 Measures 

3.4.5.1 Usability 

Perceptions of usability were measured using SUS (Brooke, 1996; Bangor et al., 2009) 

administered at the end of the study. The NASA TLX was not employed for this study to 

ensure participants were not overwhelmed after completing all tasks, surveys, and interview 

questions. 

3.4.5.2 Voiceye Experience 

Participants completed an online survey and took part in a semi-structured interview to 

obtain their overall impressions of using a multimodal approach for coding activities 

(Appendix A.5).  

3.4.5.3 Speech and Gaze Performance 

Similar to the first study, all gaze (selection commands) and voice (verbal commands actions 

were collated, and errors were classified into the same four themes: Speech Recognition, 

Unrecognised Speech commands, Gaze Typing, and System Error. 

3.4.6 Results 

3.4.6.1 Usability (SUS) 

All the participants were able to utilise the features within Voiceye to perform coding 

activities from a blank file. Voiceye received an average SUS score of 74.0 (SD =4.6), which 

can be labelled as exhibiting a “Good” level of usability (Bangor et al., 2009). Four 

participants (P2, P3, P4 and P5) provided scores of 70 or over, whilst a lower score was 

provided by P1 (67.5), which can be labelled as “OK” in terms of usability.  

3.4.6.2 Speech and Gaze Performance 

A total of 2180 voice commands and gaze selections were issued by participants during the 

evaluations (HTML: 1335; CSS: 845) - 1290 were gaze-related actions, while 890 were 

speech-related commands. A total of 527 errors were recorded across all five evaluations - 

243 errors were related to Gaze Typing, 58 with Unrecognised Speech, 34 to System Error, 

and 192 with Speech Recognition. 
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3.4.6.3 Qualitative Feedback 

Coding with Existing Tools: P1 was able to write most of the HTML code using his current 

assistive tools, as well as create multiple new CSS styles. However, P1 commented that he 

had to “stress” his voice when using VoiceCode (Voicecode, 2023), often due to issues 

associated with speech misrecognition. He was also only able to use one hand with a 

physical keyboard resulting in a slower typing rate. P2 was able to write the key components 

of an HTML document and create some new CSS styles, although he regularly required 

breaks due to experiencing pain when typing. It was also observed that both P1 and P2 had 

issues when attempting to edit code with each commenting that they found editing incorrect 

syntax to be particularly cumbersome using their existing tools. P3 was able to produce 

markup for the basic components of an HTML document, although only wrote a single CSS 

style. This was influenced through P3’s comment that he found it challenging when having 

to use multiple keys simultaneously (i.e. typing characters such as “<” where the use of the 

shift key is required). 

Coding with Voiceye: All participants were able to utilise the features within Voiceye to 

write HTML and CSS code starting from a blank file. P1 and P5 were able to add more 

HTML elements (i.e. images, navigation, sections), whilst P2 spent more time creating 

styles for CSS classes to work on the presentation of the HTML (i.e. the code on the right 

side of Figure 3.5). The code on the left side of Figure 3.5 shows a screenshot of the HTML 

written by P1, including common page elements such as a header, navigation bar with a 

menu, images, and some longer text blocks. P1, P2, and P5 provided positive comments 

about the application in that it was simple, intuitive, and easy to use. Participants P3 and P4 

were also able to utilise Voiceye to write code, although their final output typically 

incorporated fewer HTML and CSS elements. Time spent on the coding activity ranged 

from 15 minutes (P3) – 46 minutes (P2).    
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Figure 3.5: The HTML script on the left is written by P1, while P2 coded the CSS script on the right 

 

 

Voiceye vs Existing Assistive Technology: P1, P2 and P5 reported that Voiceye was better 

than their existing coding tool and provided positive comments about the multimodal 

approach. In particular, P1 and P5 reported that the use of eye gaze and voice allowed them 

to select between the different input methods to fix errors when typing code, which was not 

present in their current voice-based tool (i.e. TalonVoice and VoiceCode). Three 

participants (P1, P2 and P3) highlighted that Voiceye helped remove the burden of using 

their hands when pressing keys when using a keyboard and mouse interaction approach. P4 

stated that he had never previously been exposed to any assistive tools but commented that 

Voiceye could be a viable approach to support him with coding. Three participants (P1, P2 

and P3) also used their existing tools to complete the task and believed that the inclusion of 

additional features such as switching to different tabs and customisable voice commands 

would make the prototype a viable solution for future coding. 

Speech Control: All five participants utilised voice to perform coding activities with their 

comments focusing on the approach being natural and easy to use, as well as commands 

being easily memorable. However, each participant still experienced some minor issues with 

the accuracy of the recogniser at times:  
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“…I know it will not recognise the programming languages, however the idea of using it as 

a command is really good approach. It worked well with slight issues (not recognising...)” 

(P5).  

P4 reported that his stutter worsened when trying to type longer text but worked effectively 

with the main commands. Two participants (P2, P4) commented that they would like to see 

more voice commands (e.g. find/replace and select/delete for selecting and deleting specific 

word(s) within a line rather than using left/right commands). 

Typing Syntax via Gaze: Three participants (P3, P4, P5) commented that gaze was a fast and 

easy approach for writing code:  

“… frankly, I thought it would be slow to type HTML … but with emit [sic] code, it was 

faster…” (P5).  

Two participants (P1, P2) suggested that they would like to see improvements in the 

accuracy of the gaze interaction, although both were able to effectively use the system to 

write code. It was observed that all the participants tended to look away from the keyboard 

screen while releasing the switch button, thus resulting in them selecting the wrong 

character. This added a significant interaction cost as the character would then need to be 

deleted. P2 and P4 highlighted that using the switches required some effort and could result 

in their hands becoming tired over prolonged periods of interaction. Three participants (P1, 

P2 and P5) also suggested incorporating other languages (e.g. JavaScript) to support more 

comprehensive coding activities.  

3.5 Conclusions 

This chapter has addressed the research question highlighted in Section 3.3.1 through the 

development and evaluation of a multimodal system to support people with physical 

impairments with writing and editing code. Previous studies have independently explored 

the potential of gaze and speech input for writing code (Begel and Graham, 2005; Bednarik 

and Tukiainen, 2006; Glücker et al., 2014; Rosenblatt et al., 2018; Shakil et al., 2019), 

although both approaches have been found to have strengths and limitations (e.g. challenges 

around the selection of small targets via gaze and speech recognition issues). Researchers 

have previously highlighted that the combination of speech and gaze could present a 

complimentary and more effective method of interaction ((Beelders, 2011; Van Der Kamp 
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and Sundstedt, 2011; Sengupta et al., 2018)), although there has been a lack of research to 

date investigating the potential of this approach. This chapter has addressed the limited work 

in this area through presenting a new system (Voiceye) that integrates these methods of 

interaction (in addition to mechanical switches) to enable developers with physical 

impairments to write code. 

The results from the two user evaluations were positive and demonstrated the feasibility of 

combining speech, gaze, and mechanical switch interaction for supporting development 

work. The majority of participants from the first study found coding via multimodal input 

controls to be an intuitive and simple interaction approach. Coders with physical 

impairments from the second study also made similar positive comments, with several 

stating that this approach provided advantages over their existing assistive interaction 

methods. This combination of speech and gaze interaction (supported with switch controls) 

demonstrates how they can be utilised together to help overcome some of the limitations of 

each technology.  

In particular, writing code via gaze interaction (using a common shorthand notation) helps 

to address some of the misrecognition issues around producing syntax via speech 

recognition. Similarly, the use of speech input (using a fixed set of vocal commands) for 

enabling actions such as the navigation, selection, and deletion of code helps to overcome 

the issues of activating small targets via eye gaze. This new multimodal approach, therefore, 

provides key insights on the potential of combining speech, gaze, and mechanical switches 

for development work, as well as highlighting future challenges to be addressed. 

From a wider perspective, this research highlights how multimodal interaction can support 

the control of systems, although there is a lack of work examining the combination of 

additional input methods to develop new assistive solutions (e.g. mid-air gesturing, head 

tracking, facial expression control). Also, as highlighted by P17 (during the first study), 

exploring the interplay of these new multimodal approaches with different external displays 

and configurations could hold much potential for both disabled and non-disabled coders 

(e.g. in terms of one display being optimised primarily for speech controlled activities, 

whilst another could support different tasks aligned to an alternative input method). 

Whilst the evaluations highlighted that the multimodal approach is viable and was perceived 

positively by participants, one issue observed was the efficacy and usability of gaze input. 
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In particular, some participants across both studies encountered calibration and accuracy 

issues on occasions when attempting to select interface targets. While steps were taken to 

mitigate the impact of this known challenge (e.g. through using large selection targets 

(Miniotas et al., 2006; Biswas and Langdon, 2011)), this still caused issues and frustration 

for some participants. Furthermore, whilst the use of a standard shorthand coding notation 

(i.e. Emmet) was used to support more efficient syntax generation via gaze interaction, this 

can still potentially be a slow process. It was observed during the studies that participants 

found speech a viable approach for writing longer comments as part of the coding activities, 

so one potential alternative approach is to explore further the use of voice input along with 

another input (e.g. mechanical switch) for improving the efficiency of writing code.  

Another key area suggested by participants was to investigate the use of high-level 

programming languages (e.g. JavaScript) via alternative input methods. These languages 

present additional challenges in that a wider range of syntax and coding constructs need to 

be supported. This may lead to issues around the recall of voice commands that could impact 

on the feasibility of voice coding (Joshi and Bein, 2020), although other approaches, such 

as natural language voice input, may potentially provide some interaction benefits (Good 

and Howland, 2017; Barmpoutis, 2018). However, there has been a lack of work exploring 

the viability of these methods and whether they can support more inclusive coding 

experiences. This, therefore, forms the focus of the next chapter, where two different 

multimodal voice coding approaches are compared in the context of writing syntax for a 

high-level language.  
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4 MULTIMODAL FIXED GRAMMAR AND 

NATURAL LANGUAGE VOICE CODING 

 

4.1 Introduction 

This chapter explores the development and evaluation of a research prototype to enable 

developers with physical impairments to write and edit JavaScript code utilising a 

multimodal speech and mechanical switch approach. A particular emphasis is on 

investigating and comparing development activities using a fixed grammar and natural 

language voice coding approach. Speech as an interaction approach has developed 

significantly in recent years, with researchers starting to explore the feasibility of this 

approach to support coding activities - for instance, studies have investigated the efficiency 

of rule-based grammar in coding environments where specific commands can be used to 

write new syntax and initiate different features (Wagner and Gray, 2015; Nowogdorzki, 

2018; Rosenblatt et al., 2018). Whilst this type of voice coding approach presents new 

opportunities for developers, it can also give rise to some interaction challenges – for 

example, users have to learn the supported vocal commands, which can add significant 

cognitive load during development work (Good and Howland, 2017; Van Brummelen et al., 

2020b). Similarly, the recognition system may be unable to distinguish between 

homophonic words (i.e. “for” with “four”, “to” with “two”) and may encounter difficulties 

in recognising commands issued by non-English speakers (Wagner and Gray, 2015; 

Rosenblatt et al., 2018). Commands may also not be recognised properly, requiring users to 

repeat the same command on multiple occasions, resulting in inefficient development 

experiences (Desilets, 2001; Nowogdorzki, 2018; De León Cordero et al., 2021). 
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An alternative approach that can address these limitations is the use of natural language (i.e. 

unconstrained commands) to write syntax. This has become an increasingly viable approach 

in recent years and has been investigated in different domains (e.g. creative fields 

(Srinivasan et al., 2019), task management (Sarmah et al., 2020), home automation system 

(Pradhan et al., 2018; Lau et al., 2018; Ramadan et al., 2021), and conversational coding 

(Jung et al., 2019; Van Brummelen et al., 2020b)). This method could provide developers 

with more flexibility around the commands they use to write code, thus facilitating a more 

natural user experience (Delimarschi et al., 2014; Good and Howland, 2017; Mazumder et 

al., 2019). Conversely, the unfamiliarity of this method could create uncertainty around 

which commands to use and potentially lead to perceptions of an unnatural user experience 

(Srinivasan et al., 2019; Van Brummelen et al., 2020b). Both fixed grammar and natural 

language voice coding approaches have been explored independently, although no 

comparative studies have been conducted to date to measure the efficacy and usability of 

these approaches. Moreover, no evaluations using natural language approaches have been 

conducted with developers who have physical impairments, so it remains unclear whether 

this method of coding is a viable approach for this target audience.  

This chapter initially explores design requirements for vocal programming through detailing 

an exploratory study investigating the types of voice commands developers would prefer to 

use for completing a range of coding activities. The findings of this study informed the 

design of a novel research prototype utilising both natural language and fixed grammar 

approaches to facilitate the writing, editing, and navigation of code. A comparative study of 

the two approaches is then highlighted, where the strengths and limitations of both methods 

are identified. A rationale is then provided for conducting further research on the natural 

language approach, where a second version of the prototype is evaluated in a multi-session 

study with developers who have physical impairments. This chapter, therefore, presents four 

key contributions:  

(1) results from an exploratory study highlighting the voice commands developers prefer to 

use while performing coding activities. 

 (2) a novel multimodal speech and mechanical switch-enabled coding environment 

enabling people with physical impairments to write, edit, select, remove and navigate 

JavaScript code via a fixed grammar and natural language approach. 
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(3) a user study comparing fixed grammar and natural language approaches with results 

demonstrating similar levels of performance and efficacy across both coding approaches. 

 (4) a multi-session study with developers who have physical impairments validating the 

feasibility of writing and editing code via multimodal natural language speech input 

4.2 Exploratory Study  

Limited work has been conducted to understand the types of commands preferred by 

developers when performing coding tasks such as writing, navigating, and editing code.  It 

was therefore important to conduct an initial exploratory study with developers to 

understand more deeply the types of speech commands that might be used to facilitate 

different coding activities.  

4.2.1 Participants 

12 university students (all male, ages 20-25, M=22.2, SD=1.7) with at least a year of coding 

experience (M=2.1; SD=1.2) volunteered for the study. Seven participants were native 

English speakers, whilst other native languages included Polish, Italian, Punjabi, Nepali and 

Romanian. Participants were initially asked to self-assess their experience using alternative 

input methods for interacting with computers. Eight participants had prior experience using 

voice for controlling a home environment, whilst two had previously utilised voice 

interaction for performing coding activities.  

4.2.2 Apparatus 

The study was conducted on a Windows laptop (Intel® Core(TM) i3-7100U CUP and 8GB 

RAM) machine. The laptop’s built-in microphone was used for capturing speech input 

which was recorded using Microsoft’s default sound recorder software.  

4.2.3 Procedure 

Institutional Review Board (IRB) approval was obtained prior to the study. Participants 

were initially briefed about the motivation of the research and provided informed consent. 

Participants were then handed two code snippets on paper: one containing six syntax errors 

(Figure 4.1) and another with the same code, but where the errors were corrected (Figure 
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4.2). The syntax issues incorporated into the code were informed through the common 

JavaScript errors identified by Ocariza et al. (2013) and Hanam et al. (2016) to create a 

realistic coding scenario. The errors were also clearly marked through highlighting the 

relevant code to ensure developers were aware of the syntax issues regardless of their coding 

experience. Once participants had viewed both snippets and were clear on the updates 

required, they were asked to verbalise the voice commands they would use to correct each 

syntax error to match the correct code. This involved them having to issue commands in 

relation to navigating, selecting, deleting, and writing code.  

 

Figure 4.1: JavaScript code snippet used for the exploratory study containing syntax errors (green 

highlighted text denotes where errors are located). 

 

Figure 4.2: JavaScript code snippet used for the exploratory study where the errors are not present. 

 

After correcting the syntax errors, participants were given an additional task around writing 

code (as opposed to editing), where they were initially given some pseudo code on paper 

containing logic for creating a class, two methods, variables, a loop, and conditional 

statements (Figure 4.3). Once participants had familiarised themselves with this code, they 
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were asked to verbalise the commands they would use to generate the relevant syntax. Each 

session was recorded, and participants’ verbal commands were transcribed into text (all 

participants completed the study individually). 

                                    

Figure 4.3: Pseudocode used in the exploratory study 

 

Participants issued a total number of 417 voice commands – 263 were associated with 

writing code and 154 for editing syntax (Table 4.1). 
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A thematic analysis (Braun and Clarke, 2012) was performed to understand the common  

themes associated with voice commands for performing coding activities. The first stage 

involved developing initial categories around the commands issued across all participants, 

followed by multiple rounds of iteratively refining key themes capturing the insights from 

participants. The resulting five themes are detailed below:     

Voice Command Variation: All participants used a variation of commands with the 

majority (N=10) utilising high-level phrases and abstractions when issuing voice commands 

Task Voice Commands Occurances 

Declare a class Create Class  X 10 

Charlie Lima Alpha Sierra Sierra space X  (NATO Alphabet)   2 

Declare a function Create function X  18 

Create function X with Y and Z 8 

Create function X that takes Y and Z 5 

Fox Uniform November Charlie Tango India Oscar November space X 5 

Assign Variable Set X to Y 32  

Create variable X 17 

Assign X to Y 20 

Condition If  X greater than Y 4 

Check If  X greater than Y 3 

Loop For X equals 0 X greater than Y and X++ 5 

For loop I from 0 to Y 4 

For open bracket var I equals 0 I less than or equals to Y and increment I 

close bracket 

3 

Print Console log X 20 

Print X 12 

Navigate to line Go to line 28 

Move to line X 19 

Navigate around 

Position 

Move x position Left/Right/Up/Down 24 

Up x, Down X, Left X, Right Y 21 

Go X Left/Right 10 

Delete/ Delete X 31  

Delete line x 7 

Select Select Line 4 

Select word X 7 

Table 4.1: Frequently used commands during the exploratory study 
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to write code, while two participants dictated each letter using the NATO alphabet. For 

example, a condition such as “if (a > 5 { })” was pronounced as “if a greater than 5” by four 

participants. Similarly, three participants used “check if a is greater than 5”, while “if 

condition a greater than 5” was used by three participants, and two participants dictated the 

code using the NATO alphabet (i.e. “India Fox Open Bracket Alpha greater than five close 

brackets open curly bracket close curly bracket”).  In some cases, participants verbalised 

code which was syntactically incorrect, but where the semantics of the code was correct. 

For instance, when creating a for loop, four participants used the command “for loop i from 

0 to 10”.  

Symbol Omission: Eight participants omitted common symbols (i.e. (,  ), ==, “, ‘, ++, --) 

when coding (e.g. for (var i =0; i <=10, i++), was verbalised as “create for loop variable 

i from 0 to 10”. Similarly, “function getarea(height, width)” was spoken as “create function 

getarea with height width”. However, two participants who dictated each letter when writing 

code used symbols for opening brackets and including operators. In the above example, the 

for loop was verbalised as “for open bracket var i equals 0 i less than or equals to 10 and 

increment i close bracket”.  

Code Navigation: 11 participants used terms such as “new line”, “enter”, “next line”, and 

“down” after each command to move to the next statement. Additionally, participants used 

the terms “up x position” and “go x position down” to move to different lines. Similarly, for 

navigating to different positions, seven participants used multiple individual steps to move 

to their desired location (i.e. “go to line number x”, “move x position right”). However, five 

participants used a single command (combining multiple steps) to navigate to a specific 

position (i.e. “go to x position of line x”). Five participants also varied the commands they 

issued for performing similar actions – for instance,  when moving to a line number, P7 used 

the command “go to line x” on three occasions and “line x” twice. 

Selecting and Deleting Code: Eight participants used multiple steps when selecting and 

deleting code (i.e. navigating to a particular line and then issuing a relevant command). For 

example, to delete the word “defined” on line 7, participants typically stated, “go to line 9” 

and then “delete defined”. When selecting and deleting whole lines, participants used 

generic terms such as “delete line number x” or “select line number x”. Symbols were not 
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skipped when deleting or making selections. For instance, to select the term “this.height” 

participants would commonly state, “select this dot height”.   

Common Commands: Nine participants typically used the word “create” when declaring 

a class and functions (“create class helloworld”).  Similarly, participants typically used the 

term “go to line” when navigating to a specific line of code. Moreover, the “delete” 

command was commonly used by seven participants when removing lines of syntax, the 

“select” command was widely used to select lines of code, and “end of line” was regularly 

used by eight participants to manipulate the cursor. To delete and edit code, participants 

would first delete the incorrect code or line (e.g. “delete line x”, “delete word”) by 

navigating to the correct position and would then type the correct code. This is in contrast 

to previous studies in this area (Rosenblatt et al., 2018; Begel and Graham, 2006) where 

participants would use commands such as “change to” and “replace” to edit code. Finally, 

seven participants commonly used the command “print” to output any text or values (e.g. 

“print area is less”).  

This exploratory study provided insight into the types of commands that developers prefer 

to use when writing and editing syntax. This work was used to inform the design of a 

research prototype detailed in the following section that supports multimodal voice coding 

via both fixed grammar and natural language interaction.  

4.3 System Design 

The prototype from Chapter 3 was adapted for the purposes of the study discussed in 

Chapter 4 – the main interface design (Figure 4.4) was again informed through the design 

and layout of existing mainstream development environments (e.g. Visual Studio Code 

(2023), Brackets (2023)). In particular, the prototype was designed to run in fullscreen mode 

with a minimum width of 1100px and used a theme similar to the default one used in Visual 

Studio Code. A microphone icon was also displayed at the top of the interface, with the 

speech recogniser being disabled by default. 

The architecture of the prototype consists of three major components: (1) a speech input 

interface to convert speech into text (using the WebSpeech API (2023), (2) a command 

interpreter to parse a user’s intent and commands, and (3) an execution method to process 

coding actions based on the commands issued. The recognition system can be initiated via 
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the “space” key (or a different switch input), which results in the microphone icon at the top 

of the interface subtly pulsating to highlight that the system is “listening” for input. Once a 

user issues a command the latest speech input recognised by the system is positioned next 

to the icon to provide feedback to users. An error message is also displayed below the speech 

input if the voice system fails to recognise the command issued. For example, if a user fails 

to provide a class name when creating a class, the prototype will display an error 

highlighting that a class name is expected. Two different speech-based coding methods were 

developed based on this underlying architecture – fixed grammar (FG) and natural language 

(NL).  

 
Figure 4.4: A screenshot of the code editor - text displayed next to the microphone icon highlights the 

latest recognised speech command issued to the system                                                       

 

4.3.1 Fixed Grammar (FG) 

The FG approach provides users with fixed commands for writing, editing, and navigating 

code (Table 4.2). In this approach, voice input is initially converted to text and then 

compared against the defined grammar (using a rule-based parser) – appropriate coding 

actions are then performed if a match is detected. For example, if a user states, “create 

function area with height width”, the system will output  
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Table 4.2: List of main vocal commands used for fixed command grammar. “Vocal Commands” 

column contains keywords/terms that are spoken by users. Underline text in the “Speech Commands” 

column denotes the optional values, whereas the bold text denotes the compulsory value. The action 

performed through each speech command is visualized in the “Example Output” column. ∎ denotes 

the position of the cursor. 

Tasks Speech Commands Description Example Code / Utterances Generated Output  

Code  

Entry 

“Create class classname” To create class Speech: “create class car” 
Class car { 

∎} 

“Create function 

functionname” 
To create function Speech: “create function check” 

check (){  

∎} 

“Create function 

functionname with 

parameters” 

To create function with 

parameters 

Speech: “create function area with 

height width” 

area (height, width) { 

∎ } 

“Assign variable name to 

value” 
To assign a variable.  Speech: “assign let height to 10” let height =10∎; 

“If variable operator final 

value” 
To create an if condition Speech: “if let area greater than 10” 

If (let area > 10){ 

∎} 

“Loop variable from 

initial value to final value 
To initialize a for loop Speech: “loop variable i from 0 to 5” 

for (var i =0; i < 5; i++){ 

∎} 

“Print value” To print  Speech: “print test” console.log (“test”)∎; 

“Type value” To write text Speech: “type welcome” Welcome∎  

 

 

 

Navigate 

“Go to number”  
Navigating between the lines of 

code. 
Speech: “Go to 10” 

Cursor placed at start of line 

10. 

“Left/Right/ Up/Down 

position” 

Navigate x position left/right 

/up/down.  

var height=∎price; 

Speech: “right 5” 
var height=price∎; 

“End of Line” 
Navigate to the end of current 

line. 

∎throw ‘intent is not’ 

Speech: “End of line” 
throw ‘intent is not’∎ 

 

 

 

Select 

“Select line line number” Select a single line 

5. ∎Class car { 

6. getcar (price, brand){ 

 Speech:  “Select line 6” 

5. Class car { 

6. getcar (price,brand){ ∎ 

“Select line from line 

number to line number” 
Select multiple lines 

1. ∎class area { 

2……. 

9 } 

Speech: “Select line from 1 to 9 

1. class area { 

2……. 

9 }∎ 

“Next number” 
Select x words right to the 

cursor. 

∎throw ‘intent is not’ 

Speech: “next 2” 
throw ‘intent∎ is not’ 

“Previous number” Select x words left to cursor.  
Let this.brand =∎brand 

Speech: “previous 3”  
Let ∎this.brand =brand 

 

 

 

 

Delete 

“Delete line line number” Delete a single line 

5. ∎Class car { 

6. getcar (price, brand){ 

7. this.price =price; 

Speech:  “delete line 6” 

5. Class car { 

6. ∎this.price =price; 

Delete line from line 

number to line number 
Delete multiple lines 

5. ∎class area { 

6.  Constructor(height){ 

7 ……… 

10 } 

Speech “delete line from 6 to 9” 

5. class area { 

6 ∎} 

“Delete” 
Delete highlighted code; deletes 

one character if not highlighted  

∎throw ‘intent is not valid’ 

speech: “delete” 
∎‘intent is not valid’ 

“Back” Remove character left 
Let area =10∎; 

speech: “back” 
Let area =1∎; 
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Any deviation from the defined structure results in an error message being displayed. The 

available commands are hidden by default within the editor and can be displayed on the 

right side of the editor using the verbal command “help”. The list of commands defined for 

writing code were informed through a combination of the most common terms stated by 

participants in the exploratory study and a previous study in the field where commands were 

categorised into four key areas: code entry, navigation, selection, and deletion (Rosenblatt 

et al., 2018). 

 

4.3.2 Natural Language (NL) 

The NL method provides users with the freedom to write and edit code using unconstrained 

natural speech input, as opposed to being constrained by specific commands that must be 

used to control the system. To facilitate this approach, Wit.ai (Wit, 2023), an open-source 

natural language interface, was used to train 182 utterances obtained from the initial 

exploratory study conducted. Wit.ai implements a natural language understanding model to 

extract the user’s intent and associated parameters (such as entities and traits) from vocal 

commands that have been issued to the system.  

 

Figure 4.5: Architecture of the Natural Language System; The user voice input is converted into text 

and is passed to Wit.ai, which generates Intents and entities in a JSON format and is passed to the 

prototype. The prototype then checks the intent to trigger appropriate coding actions.  

 

When coding via NL, speech input is initially converted to text and passed to the Wit.ai 

model using  HTTP request. The model processes the request and returns the corresponding 

intent and entities in JSON format. The system then checks the intent against the rule-based 

interpreter to perform appropriate actions (Figure 4.5). For instance, if the user stated, 

“create a new function check with two parameters brand and price”, the system would infer 

the intent as “create function” and recognise two parameters (brand and price). These results 

are passed onto the execution component to generate the following code within the editor. 
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The list of intents used in the NL model are listed in Table 4.3. 

 

Tasks Intents Example Utterances 

Code 

Entry 

Create new class/function. “create a new class car”, “create a new function called getarea 

which takes initialwidth” 

Create/assign new 

variable. 

“create a new variable called area which takes initialheight times 

initialwidth” 

Create for loop. “loop I between 0 to 10”, “for loop I equal to 0 until 10 

increment I” 

Create if statement. “if height greater than width”, “if true”, “if not equals to false” 

Console/Non-code “console log test”, “type hello world”, “print test” 

Add parameters to 

function*  

“add hello in get method”, “add parameter height to the function 

getarea” 

Navigation Navigate to lines of code.  “go 10”, “move to line 3”, “line 3”, “go to line 10” 

Navigate code. “go up 10”, “left 30”, “move right 10”, “go down 20” 

Navigate to start/end of 

line.  

“start of line”, “end of line”, “line end” 

Copy/paste code/text* “copy”, “copy my code”, “paste”, “paste code” 

Undo/redo previous 

action. 

“undo”, “undo up”, “redo”, “do redo” 

Select Select code. “select 10 to 20”, “select car”, “select line 2” 

Delete  Delete code.  “delete line 7”, “delete constant height”, “back” 

 

Table 4.3:  List of NL intents and example utterances used to train the NL model. * indicates the new 

commands added after the first evaluation. 

4.4 Study 1: Fixed Grammar versus Natural Language  

An evaluation was conducted with non-disabled participants to assess the performance and 

usability of the two voice coding interaction approaches developed (FG and NL). Whilst the 

core focus of this work is on exploring solutions for disabled developers, it was important 

to explore the efficacy of both approaches prior to conducting evaluations with developers 

who have physical impairments to ensure the system was usable. Given that the key 
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interaction requirement for controlling the prototype is the use of voice input (regardless of 

whether participants have physical impairments), it was felt that working with non-disabled 

participants would provide essential insights. This methodology also aligns with other 

related studies focused around investigating assistive systems (Rosenblatt et al., 2018; 

Shakil et al., 2019; Aziz et al., 2021) 

4.4.1 Research Question 

The following research question was developed to address the limited work around the 

potential of different multimodal speech coding approaches (i.e. fixed grammar and natural 

language) to support development work: 

RQ: To what extent can natural language and fixed grammar voice coding approaches 

support the writing, editing, navigation, and selection of code? 

The broad focus of this question facilitated an exploratory research approach to help develop 

a deeper understanding around the challenges and opportunities associated with this method 

of interaction within a coding context.  

4.4.2 Participants 

25 participants (4 female) were recruited from a population of university students and social 

media platforms with ages ranging from 18 to 50 years (M=26.2; SD=8.4). Only two 

participants from the previous study (Chapter 3) took part in this study. All participants were 

fluent in English with 14 native English speakers, whilst other native languages included 

Nepali, French, Hindi, Bengali, Polish and Dutch. Participants were asked to self-assess 

their level of coding experience - 24 participants reported an average level of coding 

experience (M=4.48 years; SD=3.6), whilst one participant reported being a novice 

developer. All participants had at least one year of JavaScript coding experience. Four 

participants had prior experience using assistive tools to support coding (three had 

previously used speech, whereas one had experience with eye gaze interaction). 

4.4.3 Apparatus 

All study sessions were conducted remotely via Zoom (2023) and Microsoft Teams (2023). 

Participants were required to use their microphones during the study - 21 participants used 



Chapter 4: Multimodal Fixed Grammar and Natural Language Voice Coding 

 

 

 Bharat Paudyal – March 2023                                                               82 

 

their computer’s built-in audio input device, while four participants used an external 

microphone. Participants were also required to use the Google Chrome browser as the Web 

speech API was incompatible with other mainstream browsers.  

4.4.4 Procedure 

Pre-Test: Institutional Review Board (IRB) approval was obtained prior to the study. The 

participant and researcher initially met online via Teams (N=23) or Zoom (N=2) (whichever 

was most suitable for participants) at an agreed time. The research prototype was hosted on 

a university server, and the link was then shared with participants. After a brief introduction 

about the prototype, participants were asked to navigate to a project information page and 

were requested to provide informed consent. They were then redirected to the pre-test 

questionnaire (Appendix B.1) to collect demographic information, as well as details around 

their coding and assistive technology experience. A within participants design was utilised, 

with participants randomly assigned to use either the FG or NL approach. They were then 

given a demonstration of the prototype and asked to practice with the approach they had 

been assigned (e.g. through creating classes and functions, navigating to different lines of 

code, selecting and deleting code) for at least 10 minutes to ensure they were comfortable 

with the coding methods.  

Main Test: Following the practice session, participants started to work on the main 

experimental tasks. The tasks were designed and categorised into four key areas: CREATE, 

DELETE, SELECT, and EDIT. Each category consisted of six separate tasks (24 tasks in 

total) - CREATE tasks were informed through the evaluation tasks utilised by Soto Munoz 

et al. (2019) and Van Brummelen et al. (2020) and required participants to write new syntax 

within a blank document (e.g. create a class, a function with multiple attributes, an if 

condition to check two variables, and a for loop). EDIT tasks included common JavaScript 

errors, which were informed through the work of Ocarize et al. (2013)  and Hanam et al. 

(2016), who examined and classified common JavaScript errors across different code 

repositories. Participants were therefore required to edit existing code to fix issues such as 

syntax errors, typographical mistakes, and undefined methods. SELECT tasks included 

selecting single and multiple lines of code, single and multiple characters and words, and 

specific syntax within a snippet of code. DELETE tasks involved removing lines, characters, 

snippets of code, and specific syntax within a snippet of code. The task categories and tasks 
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within each category were randomised across all participants to reduce the potential impact 

of order effects. The list of tasks can be found in Appendix B.2.  

Prior to starting a task, participants were initially shown the starting code they would see on 

the screen once the task started (e.g. a code snippet that contained a syntax error), along 

with the final code they needed to write (e.g. the same code where the syntax error has been 

corrected). Once participants had familiarised themselves with what the task entailed, they 

started the task via selecting the “Start Task” button. They then worked on the required task 

and selected the “Completed Task” button once they had finished making the necessary 

updates. Once all the tasks for a particular category were completed, participants would 

automatically move on to the next category, and the process was repeated until all the 

category tasks were finished. Participants were then administered the SUS survey (Brooke, 

1996; Bangor et al., 2009). Participants then moved on to the next coding approach (FG or 

NL) and followed the same process. At the end of the evaluation, participants were presented 

with some open-ended questions (Appendix B.4) focusing on their subjective perceptions 

around the two different coding methods. All sessions were recorded for later analysis with 

participants’ consent.  

4.4.5 Measures  

Task Completion Time: As stated in Chapter 3, it was important to measure task 

completion time to gain an understanding around the length of time required to complete 

tasks and to assess the efficiency of the interaction approach. Task completion time was 

measured in milliseconds from when participants started each task (i.e. after they selected 

the “Start Task” button) until the task had been completed.  

Usability: Perceptions of usability were measured via SUS (Brooke, 1996), which was 

administered after all tasks had been completed for a coding approach.  

Speech Performance:  Errors were categorised into four themes: Speech Misrecognition – 

where the recogniser was inaccurate (e.g. “delete line 10” misread as “delete nine”); System 

Error – where a user command was correctly recognised, but the system did not perform 

the appropriate action (due to latency issues with the Web Speech API and Wit.ai); 

Unrecognised Commands – where users stated commands that were not part of the defined 

FG grammar; Model Misunderstanding – where the NL model misinterpreted the intention 
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behind user voice commands. Speech misrecognition and system errors are applicable to 

both FG and NL - unrecognised commands are only relevant for FG, whilst model 

misunderstanding is only applicable to NL. 

Post-Test Questionnaire:  To obtain qualitative feedback, participants were presented with 

an online survey with questions focused on their perceptions and experiences of each voice 

coding approach (i.e. NL and FG), as well as any suggestions for future iterative 

development (Appendix B.3).  

4.4.6 Results      

A total of 1200 coding tasks were completed by participants across the study (24 tasks * 2 

conditions* 25 participants). Shapiro-Wilk’s test for normality (Rochon et al., 2012) found 

that task completion time, speech recognition accuracy, and usability were not normally 

distributed. A Wilcoxon test (Divine et al., 2013) was therefore used to analyse the data with 

an alpha of 0.5%. 

4.4.6.1 Task Completion Time 

No statistically significant differences (Z =0.895; p>0.05) were observed for overall task 

completion time between NL (M=16.7, SD=4) and FG (M=16.4, SD=4.4). The times ranged 

between 08:54 minutes to 24:08 minutes for FG and 09:12 minutes to 24:16 min for NL. To 

gain a more detailed perspective of task completion times for each task across the two 

different conditions, a taskwise analysis was conducted. The EDIT tasks for both NL (6:33 

min, SD=1.87 min) and FG (5:44 min, SD=1.85 min) took the longest to complete, followed 

by CREATE tasks (NL - 4:23, SD=1.9 min; FG - 3:58 min, SD =1.5 min), SELECT tasks 

(NL - 3:0 min, SD=0.96 min; FG - 3:10 min, SD =1.50 min), and DELETE tasks (NL - 

M=2:26 min, SD =0.75; FG - M=3:08 min, SD=1.3 min).  

4.4.6.2 Usability 

NL obtained an average SUS score of 74.5 (SD =14.7), while FG received 73.9 (SD=16.7), 

where scores can be labelled as “Good” (Bangor et al., 2009). No statistically significant 

difference was found between conditions (Z=0.78, p>0.05).  
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4.4.6.3 Speech Performance  

A total of 4996 vocal commands were issued (FG: 2868; NL: 2128). In terms of NL, 346 

commands were related to speech misrecognition (16.2%), 202 were related to model 

misunderstanding (9.5%), and 69 (3.4%) were associated with a system error. For FG, 563 

commands were related to speech misrecognition (19.6%), 299 to unrecognised commands 

(10.4%) and 125 to system error (4.3%). No significant differences were observed for 

speech misrecognition (Z=0.300, p>0.05) between NL and FG. No statistically significant 

differences were also observed between FG and NL in terms of system error (Z=0.19, 

p>0.05). 

4.4.6.4 Participant Feedback  

Natural Language Coding: 11 participants stated a preference for NL where positive 

comments emphasised that the approach was easier to learn, more intuitive, and less 

constrained:  

“… I prefer natural language speech as it was fast and responsive to … change code” (P20).  

“I found that commands that were clearly interpreted by the NPL mostly did what I asked 

for. The commands were intuitive and allowed me to do the actions required” (P11).  

Six participants highlighted that they struggled with NL at the beginning, but found it easier 

after further exposure: 

“after a few attempts it became very easy and fluid to create code …” (P18).  

Eight participants perceived NL to be harder and more challenging to use than FG – in 

particular, it was highlighted that the system did not always interpret the participant’s 

intention to write code (despite the voice input being recognised correctly): 

“…Fixed command was easier to write code as the Natural Language could not recognise 

what I was trying to say” (P4).  

This was likely influenced by the NL model being trained with a limited dataset (182 

utterances from the exploratory study). However, 18 participants explicitly reported they 

felt that NL could be a better approach than FG due to potentially having fewer constraints 

around the commands that could be issued to the system.  
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It was observed during the NL evaluation that in most cases, participants provided single 

instructions at a time (e.g., “Create a class car”). However, in a smaller number of 

occurrences (24), participants tried to provide multiple actions joined together (e.g. “Create 

a class car and create a function check and add parameters brand and price in the 

function”). In 16 cases, participants stated a single command without providing any 

attributes or values when creating functions, classes, declaring if conditions, and printing 

values (e.g. “define class”). Whilst in this scenario, the system would output an error 

message, six participants stated they wanted to see the structure of the code with relevant 

placeholders (e.g. when stating “create class”, the code “class [name] { … }” would be 

displayed within the editor – where “[name]” is a placeholder that can be edited). 

Fixed Grammar: 13 participants preferred FG, with comments emphasising that the 

inclusion of specific commands made it easier and more structured to use: 

“… (having) defined keywords and rules to follow made it feel more like programming 

because it was a ‘syntax’ to follow” (P2).  

“Fixed commands … seemed to be more reliable as commands were easily interpreted and 

executed “ (P13).  

The majority of the participants (N=10) highlighted that the use of example commands 

helped them to recall the available commands:  

“I found the fixed commands easy to use when I had the help screen open to assist me” (P5). 

“Made it much easier to have a help portal with the commands to use. For example, I had 

troubles before creating a loop, but found it easier with the fixed command“  (P12). 

However, 12 participants felt that FG was less intuitive and harder to use than NL because 

of the constrained commands 

 “…with the fixed command, I feel it was a lot more constricted with what you can say” 

(P21).  

It was observed that some of the commands were not recognised by the system, thus 

participants had to repeat the same command multiple times, which created frustration: 

“This process was a bit difficult as sometimes it would not select the line, so i would have 

to say "up" 3 time or "left " 30 times” (P25).  
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Six participants suggested including more variations in the commands to make the system 

more flexible and reliable:  

“… the commands worked as they should but having a variety of commands would make it 

easier.” (P7). 

Speech Recognition Issues: In both NL and FG the recogniser had issues in distinguishing 

between homophones (similar to Study 1 – Section 3.2.6).  To overcome these issues, 

participants typically used alternative strategies to complete the tasks (e.g. navigating to 

lines using commands such as “up” and “down”). Whilst this facilitated the completion of 

tasks, it typically required the use of additional vocal commands. Participants had to use the 

exact vocal command to trigger any coding functionality in FG, which occasionally led to 

challenges as they would have to repeat commands multiple times when there were 

recognition issues. However, NL was more frequently able to interpret the command 

correctly despite any speech misrecognition. For example, to create a class named vehicle, 

“glass vehicle” would create the class in NL, although for FG, participants had to issue the 

correct command “create class vehicle”. This, therefore, contributed towards the overall 

number of commands issued in FG being higher than for the NL approach. 

Additional Coding Commands: Participants also attempted to use commands such as 

“copy”, “cut”, and “paste” on 18 occasions, although the system was not trained to handle 

these features. Seven participants suggested that incorporating this functionality would 

support them when writing code. Moreover, when using NL, seventeen participants used 

commands associated with navigating to the start of the line (i.e. “go to beginning of line”), 

although this was also unsupported by the system. Additionally, nine participants suggested 

including functionality for removing or selecting a line without specifying the line number 

(i.e. delete/select the line where the cursor is currently positioned) to minimise numeric 

value misinterpretation in this context.  

4.4.7 Study Summary 

Overall, the results from this study found no significant differences between NL and FG in 

terms of performance and accuracy. However, whilst issues were highlighted around NL 

(i.e. around the accurate interpretation of user intentions), 18 participants indicated that this 

method held the significant potential to better support development work if the model could 
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be developed further to become more robust. For instance, it was highlighted that having 

fewer constraints around the language and commands that can be issued to the system could 

present significant benefits over FG. Given the current lack of work around natural language 

coding approaches (in contrast to fixed grammar methods), it was decided to take this 

approach forward for iterative development and evaluation with developers who have 

physical impairments to explore further its potential to support coding activities. 

4.5 Study 2: Evaluation with Disabled Coders 

A multi-session follow-up study was conducted with five developers with physical 

impairments to investigate their experiences using NL for writing JavaScript code.  

4.5.1 Version 2 

1832 unique utterances provided by participants during the first evaluation (i.e. commands 

not previously used for training) were used to further develop the Wit.ai model. Several 

iterative updates were also made to the prototype based on participants’ feedback. In 

particular, support was added for copying, cutting, and pasting individual words or syntax 

and single or multiple lines simultaneously. Functionality was also incorporated where a 

code skeleton is displayed if users omit key properties from a command. For instance, if a 

user states “create class” without providing a class name, the system would display “class 

[name] { … }” within the editor (as opposed to an error message).  

4.5.2 Participants 

Five participants (all male) with ages ranging from 21 to 42 years old (M=28, SD=8.7) were 

recruited through existing links with the research team. For clarification, none of the 

participants from the studies detailed in Chapter 3 were involved in this study. Four 

participants were diagnosed with RSI, and one with Tendonitis/Carpal Tunnel. All 

participants were native English speakers and had at least a year of coding experience 

(M=9.5 years, SD=9.8), as well as experience in using speech technologies in their coding 

environment. Table 4.4 highlights participant demographics and technical background.   
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4.5.3 Apparatus 

The evaluation was conducted remotely online via Zoom (N=4) and Microsoft Teams (N=1) 

(depending on the user’s preference). All participants used an external microphone and were 

again asked to use Google Chrome during the evaluation to ensure compatibility with the 

Web Speech API. Participants also had the choice around which type of switch (i.e. 

mechanical switch, eye tracker, head tracker, foot pedal) to use to control the speech 

recogniser, with all of them opting to use the keyboard spacebar (which has been used to 

control speech recognition in previous studies (Aziz et al., 2021, 2022)). 

 

 

Table 4.4: Participant Details - CD=Coding Experience; AT =Assistive Technology; CL =Coding 

Languages; JE =JavaScript Experience; IDE =Integrated Development Environment; SA=Session 

Attended; VSCode = Visual Studio Code 

4.5.4 Procedure 

Institutional Review Board (IRB) approval was obtained prior to the study. Participants 

were informed that they would need to be involved with three different sessions over the 

period of (approximately) a week (as well as being encouraged to use the application outside 

of these sessions). The evaluation consisted of different types of tasks for each session based 

on difficulty level (as utilised by Rosenblatt et al. (2018) and Van Brummelen et al. (2020)). 

During the first session, participants were provided with the evaluation link and asked to 

ID Age Impairments Technical Experience SA/ SUS Score 

P1 23(M) 
RSI. Had a week-long 

rest at some points.  

CD: 2.5 years; AT: remapped keyboard to 

be more ergonomic; Ergonomic keyboard; 

JE: Expert; CL: TypeScript, Kotlin, 

Python; IDE: Vim, VSCode, IntelliJ 

3 (37.5) 

P2 42 (M) 

Tendonitis/Carpal 

Tunnel; difficulty in 

typing 

 CD: 24 years; AT: Talon Voice (recently), 

Kinesis Advantage keyboard; JE: Novice; 

CL: Clojure and ClojureScript; IDE: 

Spacemacs. 

3(87.5) 

P3 21(M) RSI. Pain in fingertips 

CD: 1 year; AT: Specialized mouse and 

keyboard, speech detecting; JE: Novice; 

CL: Python; IDE: Brackets, Spyder. 

3 (72.5) 

P4 23 (M) 
RSI, numbness in left 

arm and fingers 

CD: 5 years; AT: Talon; JE: Intermediate; 

CL: Java, TypeScript, Ruby on Rails; IDE: 

Neovim 

3 (42.5) 

P5 31 (M) RSI due to typing 

CD: 15 years; AT:  Talon Voice; JE: 

Novice; CL: Haskell, Racket, Python; 

IDE: Emacs 

3 (45) 
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complete a consent form. They were then administered a survey to collect demographic 

information, details of their impairments, and information about their technical skills. 

Participants were then given a brief introduction to the prototype and provided with the 

practice link. After the practice task, they were provided with the evaluation link and asked 

to share their screen before proceeding with the tasks.  

Tasks for the first session focused on “easy” coding activities that could be completed using 

1-2 voice commands (e.g. creating a new class, moving the cursor to a specific position, 

selecting and deleting single lines or words, adding a single word, and assigning a value to 

a variable). The second session included more challenging tasks such as selecting and 

deleting multiple lines or words within a line, creating a new function with multiple 

parameters, creating an if statement, and rearranging code using cut, copy, and paste 

features. For the first two sessions, participants were initially shown starting code that would 

be seen upon starting the task along with the final code. The researcher outlined the actions 

required to complete the task, and participants clicked a “Start” button to begin. Once the 

necessary updates were made, they clicked the “Complete” button and moved on to the next 

task. In the third session, participants were shown a code snippet that included a class, two 

functions (one with multiple parameters), and multiple variables with different values 

assigned. They were then asked to write this code on a blank document within the editor. 

The tasks utilised in the evaluation can be found in Appendix B.5. 

After completing the session, participants were provided with a link to freely interact with 

the prototype outside the timetabled sessions. In the second and third sessions, participants 

were initially asked about any issues they encountered when using the prototype during their 

own time. After the completion of each session, a semi-structured interview was conducted 

with participants to understand their perceptions of the prototype. Moreover, after 

completing the third session, a SUS form was administered to assess the prototype's 

usability. 

4.5.5 Results 

All participants attended the required sessions and successfully completed the evaluation 

tasks, with sessions ranging from 12-40 minutes. Two participants (P3 and P4) reported 
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using the system on five occasions outside of the main sessions, whilst the other participants 

only took part in the scheduled sessions.  

4.5.5.1 Usability  

The system received an average SUS score of 57 (SD= 19.51), which can be labelled as 

“Poor” in terms of usability. P2 and P3 provided SUS scores that can be labelled as “good”, 

whereas P1, P4, and P5 rated the prototype as having a poor level of usability (Bangor et 

al., 2009). 

4.5.5.2 Speech Performance 

A total of 682 voice commands were issued by participants across all sessions. 195 

commands were related to Speech Misrecognition (28.6%), 90 commands to Model 

Misunderstanding (13.2%), and 73 (10.7%) were associated with System Error. Whilst a 

number of commands were related to misrecognition and misunderstanding, the system 

accurately determined the user’s intention in 95% of cases. However, the majority of 

misunderstanding errors occurred when the model did not accurately interpret the role of 

entities within an utterance. For instance, if the user stated, “delete line 10” and the system 

recognised “delete nine 10”, the model would accurately identify the intent as “delete line” 

but would recognise 9 and 10 as entities (thus resulting in lines nine and ten being deleted). 

4.5.5.3 Qualitative Feedback 

All the qualitative data obtained during the semi-structured interviews and observations 

were retrieved for analysis. A thematic analysis (Braun and Clarke, 2012) was employed 

where codes were derived from qualitative data to identify initial themes and concepts. 

These themes were then iteratively refined and grouped into the five themes detailed below.  
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Figure 4.6: A screenshot of the task interface utilised in the study – text displayed next to the 

microphone icon highlighted the latest recognised speech command issued to the system. The code 

used for tasks is displayed in the main coding area, while the area below demonstrated how study 

tasks were presented to users.  

 

Overall Experience: All participants stated they were impressed with the prototype and 

were able to utilise the features available to perform coding activities. In particular, two 

participants (P2 and P3) with novice speech coding experience reported the prototype to be 

easy and useful to use, as well as emphasising that they would like to continue using the 

prototype:  

“…this will help my RSI, so looking forward to incorporating in my editor” 

(P5).  

Other participants who use existing speech coding tools like Talon Voice (P1, P4, and P5) 

reported that the tool worked well in the majority of cases, although highlighted that they 

would like to see improvements in the accuracy of the recogniser, which on occasions could 

cause frustration (thus likely contributing to some of the lower SUS scores).  

Voice Commands: Participants primarily used high-level phrases and abstractions to write 

code, although on six occasions they dictated specific words representing different syntax 

constructs (e.g. “type function constructor open bracket close bracket open curly bracket.”). 

In contrast to the first study, all participants issued single commands at a time to achieve 

particular actions (e.g. “go to line 30”, “end of the line”, “backspace”) as opposed to 
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chaining multiple actions together (e.g. “go to end of line 30 and backspace”). There were 

also occasions where participants used different variations of commands to those observed 

in the previous evaluation – for example, three participants (P1, P4, and P5) used the 

command “delete that” without specifying which line or word to delete. This was likely due 

to participants’ previous experience using Talon Voice which provides support for this 

particular command. The coding skeletons incorporated into the second prototype iteration 

were used on eight occasions by participants – copy and paste commands were also widely 

utilised to support the completion of tasks.     

Speech Recognition Initialisation: No significant issues were highlighted in terms of using 

the spacebar to activate the recogniser. However, participants occasionally forgot to 

initialise the recogniser, thus resulting in them having to repeat commands once they 

realised voice input was not being detected. Providing further feedback within the interface 

regarding the recogniser’s status could help to address this issue (e.g. displaying a message 

if a user is talking, but the recogniser has not been initiated). 

System Limitations: All participants occasionally experienced challenges around the system 

misrecognising terms. Whilst the system was capable of correctly understanding a user’s 

primary intention via misrecognised commands, inaccurate identification of entities (e.g. 

custom variables or class names) could cause issues and result in users having to repeat 

commands. To address the issue of recognition challenges when using custom names it may 

be beneficial to allow users to phonetically verbalise key terms (De León Cordero et al., 

2021; Kim et al., 2019). Moreover, due to some latency in relation to the recogniser, 

participants would sometimes repeat commands when the system was still processing their 

original command (also resulting in commands being issued on multiple occasions). 

However, it was observed that participants typically utilised the “undo” command to quickly 

address any unintentional commands that were actioned by the system. 

Code Navigation:  Whilst participants were able to write, navigate, delete and select code 

using the system, a key theme to emerge was a desire from participants to have access to 

additional navigational features commonly found in mainstream IDEs (such as find, 

reference navigation, and jumping to definitions). In particular, participants emphasised that 

existing voice coding tools (e.g. Talon) do not currently provide these features and thus 

suggested incorporating voice commands to support these syntax navigation approaches.   
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4.6 Conclusions 

This chapter investigated the usability and feasibility of different voice coding approaches 

(i.e. fixed grammar and natural language commands) to make coding activities accessible 

for developers with physical impairments. Two user studies were conducted – the first study 

with 25 non-disabled developers to compare the usability and feasibility of the two 

approaches and a second multi-session follow-up study utilising natural language 

commands involving five developers with physical impairments to facilitate the writing and 

editing of JavaScript code. The first comparative evaluation with developers found that both 

approaches were perceived positively and enabled participants to complete common coding 

tasks. Both methods were also found to perform at similar levels in terms of usability and 

task completion time, although the results indicated that some developers prefer vocal 

coding to be more like standard programming (with fixed constraints – i.e. the FG version) 

whilst others prefer the benefits associated with a more natural language approach (e.g. not 

having to recall specific syntax). However, the majority of participants felt the NL method 

had good potential if the model could be developed further to become more robust. Hence, 

the natural language approach was taken forward for further evaluation with developers who 

have physical impairments. 

Results from the second multi-session study (utilising an updated version of the NL 

prototype) highlighted that the system enabled all participants to complete common coding 

tasks of varying difficulty. However, the results were mixed around perceptions of usability, 

with some participants providing higher scores, whilst others were lower. Two participants 

who provided higher scores both self-identified as being new to voice coding – this 

potentially suggests that the NL approach can benefit developers who are less familiar with 

existing voice-based coding tools, although further evaluation work will be required to 

validate this point. The lower scores can be linked with issues around speech recognition 

accuracy that was highlighted by participants across both studies and have been noted as a 

common issue in other related work (Wagner and Gray, 2015; Rosenblatt et al., 2018; Van 

Brummelen et al., 2020b) In particular, around half of the commands issued by participants 

resulted in either speech misrecognition, model misunderstanding, or a system error. 

To address this point, the training sample would benefit from additional diversity (e.g. input 

from female developers) to develop it further and improve system recognition of intention 
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(Stumpf et al., 2020). The prototype also currently uses the Web Speech API (an online 

automatic speech recogniser), which can present potential challenges around recognition 

accuracy and delays in obtaining speech-to-text responses (due to latency rates). Offline 

speech conversion tools such as Mozilla Speech (2023) could help to address this point in 

future work. Another limitation is that directed tasks were used in the studies to facilitate a 

controlled comparison across the two approaches, although, in a real-world coding 

environment, it will not always be clear for developers which step is required next. Further 

work is therefore needed to explore and validate the findings presented in real-world 

scenarios over extended periods. 

Whilst the natural language prototype was unconstrained in the commands that could be 

issued, participants commonly stated that they were unsure about which commands to use. 

In particular, several participants from the second evaluation emphasised that they wanted 

some “contextual” command suggestions within the interface to help support them. As 

highlighted by Srinivasan et al. (2019), the use of suggestions can make users aware of the 

operations to be performed and can help to address the issue of coders potentially guessing 

vocal commands. The way in which these suggestions are visualised and presented to users 

is an interesting and underexplored area that holds significant potential to further support 

developers in this context. Another key area for further work is around investigating how 

natural language can be used to support other common coding activities (debugging, 

document navigation, autocompletion). This chapter primarily focuses on how JavaScript 

code can be written and edited via speech commands, so these wider areas are crucial to 

explore further to help facilitate the development of more inclusive programming 

environments. 

Overall, this chapter presents new insights around the strengths and limitations of both fixed 

grammar and natural language multimodal voice coding approaches, thus developing our 

understanding around the potential of these methods. However, another key theme 

highlighted by participants was focused around the need for additional navigational features 

(tailored for voice control) that are commonly found in mainstream IDEs to support efficient 

code navigation (e.g. find, find all references, and go to definition). The ability to navigate 

code effectively is a fundamental requirement for facilitating productive workflows, 

although there has been no work to date investigating how these navigation approaches can 

be adapted for multimodal voice control and whether they provide any benefits for 
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developers with physical impairments. This area, therefore, forms the focus of the next 

chapter, where a range of new voice-controlled navigation approaches are developed and 

evaluated with developers who have physical impairments.  
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5 MULTIMODAL VOICE INTERACTION 

FOR CODE NAVIGATION 

This work has been published in the Proceedings of the 2022 ACM International 

Conference on Multimodal Interaction (ICMI '22) as “Inclusive Multimodal Voice 

Interaction for Code Navigation” (Paudyal et al., 2022)  

5.1 Introduction 

The ability to navigate code efficiently is an essential activity for common software 

development activities such as inspecting code, debugging and correcting syntax errors, and 

code refactoring (LaToza et al., 2006; Baker et al., 2015; Smith et al., 2017; Albusays et al., 

2017; Shakil et al., 2019). Research has highlighted that developers spend a significant 

portion of their time navigating code to support comprehension and maintenance (Ko et al., 

2006; Piorkowski et al., 2013; Radevski et al., 2016). Moreover, studies have demonstrated 

that effective code navigation is crucial to support developers in building a cognitive model 

of a codebase that can facilitate an understanding of code flow and the location of different 

code blocks (Begel and Kariv, 2002; Krämer et al., 2013; Henley and Fleming, 2014). 

Multiple code navigation approaches have been developed to support the efficient location 

of syntax within a codebase including the use of call graphs (e.g. displaying a tree view of 

different methods or functions) (Karrer et al., 2011; Krämer et al., 2012), canvas-based 

navigation (e.g. visualising all methods in a 2D plane) (Bragdon et al., 2010; DeLine and 

Rowan, 2010; Henley and Fleming, 2014), and a structural navigation approach (e.g. 

displaying all usages of a method when clicked (Smith et al., 2017) or jumping to a function 

definition (Shakil et al., 2019)). These navigation approaches are commonly integrated 

within mainstream development environments  (e.g. Visual Studio Code (2023)) where the 

syntax is typically navigated via a mouse and keyboard.  
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However, this can present significant barriers for people with physical impairments who 

may experience challenges using traditional input devices to support coding activities. The 

use of voice control in conjunction with other input modalities (e.g. mechanical switches 

and eye gaze, among others) presents an alternative interaction method for enabling disabled 

developers to navigate code (Begel and Graham, 2005; Rosenblatt et al., 2018), although 

there has been a lack of work around this area to date. Initial studies have explored simple 

inline navigation approaches via speech (e.g. moving the cursor to a specific position on a 

line (Wagner and Gray, 2015; Rosenblatt et al., 2018)) and page scrolling through utilising 

a grid visualisation (Begel and Kariv, 2002), but there has been less work on other crucial 

features such as the use of a call graph to navigate and locate specific code blocks (Karrer 

et al., 2011; Krämer et al., 2012, 2013; Smith et al., 2017). Multimodal voice-controlled 

methods developed to date are also yet to be empirically evaluated with developers who 

have physical impairments, thus contributing to a current lack of understanding around the 

potential of alternative methods to support code navigation. 

To address the limited work in this area, this chapter explores the potential of different code 

navigation approaches optimised for multimodal voice control such as finding references of 

user-defined code constructs (e.g. variables), jumping to function definitions, and 

conducting a search for specific syntax. Interviews with five developers who have physical 

impairments are initially presented to further understand their current methods for 

navigating code within voice-controlled editors. Findings from this exploratory study were 

used to inform the development of an editor containing different code navigation approaches 

that can be operated via multimodal speech input. The navigation techniques were evaluated 

in a user study with developers who have physical impairments (N=14), where it was found 

that they supported all users in successfully completing a range of standard code navigation 

tasks. Results also highlighted that the approaches developed were efficient and intuitive to 

use and demonstrated a high-level of usability. This chapter, therefore, presents three key 

contributions: 

 (1) insights from interviews with five disabled developers focused around current code 

navigation challenges using their existing assistive tools. 

 (2) a multimodal voice prototype utilising standard code navigation approaches tailored for 

voice and switch control. 
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 (3) a user study with disabled coders demonstrating the usability and validity of the code 

navigation approaches developed.   

5.2 Exploratory Study 

Due to the limited work around voice-based code navigation approaches, it is unclear how 

developers with physical impairments currently perform code navigation activities when 

programming. Understanding their current code navigation approaches and challenges is 

essential to identify intuitive and appropriate code navigation approaches prior to 

developing new methods. Semi-structured interviews with developers who have physical 

impairments were therefore conducted to obtain a deeper understanding around their current 

code navigation strategies.  

5.2.1 Participants 

Five participants (all male) with ages ranging from 24 to 42 years (M=31.2, SD=6.3) were 

recruited through existing links with the research team. Four participants were diagnosed 

with RSI and one with Tendonitis/Carpal Tunnel (Table 5.1). All participants were fluent in 

English and had at least a year of coding experience (M=10.2, SD=8.7) – they also currently 

use voice as an interaction approach to perform coding activities.  
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Table 5.1: Participant information for the exploratory study- AT =Assistive Technology; CL =Coding 

Languages; CE =Coding Experience; IDE =Integrated Development Environment; RSI=Repetitive 

Strain Injury; VSCode = Visual Studio Code 

 

5.2.2 Procedure 

Institutional Review Board (IRB) approval was obtained prior to the study. After a brief 

introduction about the project, participants were asked to navigate to a project information 

page and were asked to provide informed consent. The study consisted of an initial 

questionnaire to capture demographic information, coding experience, and the nature of 

participants’ impairments (Appendix C.1). Semi-structured interviews were then conducted 

on Slack (2023) (a team collaboration tool) and focused on exploring challenges participants 

experienced in relation to navigating code, any strategies used to overcome barriers, and 

future features they felt could support them further (Appendix C.2). All responses were 

captured and recorded (with participants’ consent) for later analysis.  

5.2.3 Findings 

Responses from all participants were retrieved for analysis. A thematic analysis was 

employed, where codes were derived from retrieved data to identify initial themes and 

concepts based on the concepts. These themes were then analysed iteratively and were 

grouped into the three key themes detailed below.  

ID Age Impairments Technical Experience 

P1 
31 (M) RSI due to typing 

 AT:  Talon Voice; CE: Novice; CL: Haskell, Racket, Python; 

IDE: Emacs 

 

P2 42 (M) Tendonitis/Capral Tunnel 

 CD: 24 years; AT: Talon Voice (recently), Kinesis Advantage 

keyboard; CE: Novice; CL: Clojure and ClojureScript; IDE: 

Spacemacs. 

P3 24 (M) RSI is recovering, 

difficulty in typing 

 AT: Talon Voice, Aenea/Dragon; CE: Intermediate; CL: Ellixir, 

Js, Bash, TypeScript; IDE: Terminal, Tmux, Neovim; TE: 2 years 

P4 33 (M) RSI; Hands and Shoulders  AT: Talon Voice; CE: Intermediate; CL: Java, Python, JS, 

Haskell, PureScript; IDE: Vim 

P5 26 (M) Occasional RSI flare-ups AT: Dragon, Mechanical Keyboard, Logitech MX Ergo trackball; 

CE: Intermediate; CL: JS, TypeScript; IDE: VSCode 



Chapter 5: Multimodal voice interaction for code navigation 

 

 

 Bharat Paudyal – March 2023                                                               101 

 

Navigation Challenges: All participants highlighted that they use speech-based tools (e.g. 

Talon (2023), Dragon (2023)) for development work and emphasised that their existing 

tools provide limited navigation features. For instance, these tools only provide commands 

for inline navigation, thus resulting in the majority of participants relying on keyboard 

shortcuts (e.g. “:x” to move the cursor to line x, “/ word” to search for the term “word”): 

“…I normally code in Vim, so I use tags to jump around a bit, but it’s not really as nice as 

"go to definition" features in IDEs like IntelliJ” (P4).  

Additionally, three participants highlighted that custom voice commands for code 

navigation with speech-based tools are not intuitive and can be challenging to learn (e.g. 

“slap” will move the cursor to the end of a line, “command up” will move the cursor to line 

1). Whilst tools such as Talon support customisation of commands, participants highlighted 

that this process can be time-consuming and requires a broader understanding of technical 

skills (such as configuring a microphone and coding environment) and can be a frustrating 

experience: 

 “For Talon it is hard. If you don’t have technical expertise, it is hard to configure your own 

customized commands...” (P2). 

Navigation Workarounds: All participants reported that they use additional tools (e.g. an 

eye tracker, keyboard) in conjunction with speech interaction to help overcome navigational 

barriers: 

 “I have an eye tracker which lets me do things like ctrl-click to follow definitions and 

such...” (P2). 

 Similarly, P3 stated: 

 “. . .I use relative line numbers in vim, so if I want to jump to a particular line, I can say 26 

down easily. I can also type fx or say fine plex to jump to the next x character … for scrolling 

I might just use the trackpad 2 finger scroll”.  

Moreover, two participants stated that they use key bindings (e.g. “gd” to go to definition, 

“gg” to navigate to the first line) to map with their IDE navigation features to overcome 

barriers: 

 “. . . with Talon I use the Spacemacs key bindings which would be gd to move to definition” 

(P5). 
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Future Enhancements: All participants expressed a desire for navigation approaches that 

were less reliant on additional modalities such as a keyboard: 

“…if I can use just voice to search or see the list of all search results without keys, it will 

save lot of time” (P1).  

Four participants highlighted a requirement for voice optimised approaches that facilitate 

using common navigation features found in traditional development environments, such as 

“navigating to a definition” and “listing all references” of a specified search item. 

Participants also emphasised that any new approaches developed using solely voice as the 

primary method of interaction should be simple and intuitive “out-of-the-box” instead of 

requiring additional configuration (which can potentially be tedious and time-consuming). 

The findings from this initial study provided a solid starting foundation for the project and 

informed the focus of new multimodal voice code navigation approaches that support a 

wider range of features (such as navigating to definitions and listing references) that have 

not been explored in the existing literature to date. 

5.3 Research Prototype 

Drawing from prior research and insights collected from the exploratory study with 

developers, a research prototype integrating different code navigation approaches tailored 

for multimodal voice interaction was developed.  

5.3.1 Prototype Design 

The prototype was built-upon an open-source JavaScript based editor (Monaco Editor 

(2023)) that provides a range of standard coding features. Similar to the prototypes outlined 

in Chapters 3 and 4, the system architecture consists of three components: (1) a speech 

recognition interface to convert speech into text (using the WebSpeech (2023)), (2) a 

command interpreter to parse a user’s intent and command (using Wit.ai (2023)) and (3) an 

execution method to process code navigation actions based on a user’s vocal commands. 

The system was trained using navigation commands highlighted in previous work 

(Rosenblatt et al., 2018), as well as variations of the common names of features available in 

widely-used IDEs (such as “Find all References” and “Go to Definition” in Visual Studio 
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Code and “Find Usages” in JetBrains, along with some alternatives – e.g. “find reference”, 

“all reference” and “definition”).  

The interface design resembled the layout of existing mainstream development 

environments (e.g.  Atom (2023), Brackets (2023), Visual Studio Code (2023))  and utilised 

a similar theme to the default one used in Visual Studio Code (Figure 5.1). The header area 

within the interface contains a microphone icon by default and provides feedback in relation 

to the speech commands that the user has issued. The recognition system can be initiated 

through using an external mechanical switch (or the space key on a standard keyboard), thus 

resulting in the microphone icon subtly pulsating to highlight that the system is “listening” 

for input. Once a user completes an utterance, the latest speech input recognised by the 

system is positioned next to the icon to provide feedback to users. An error message is 

displayed below the speech input if the voice recogniser fails to understand the command. 

The area below the header includes the main editor, where syntax can be written, navigated, 

and edited. A list of example commands is also available and can be displayed on the right 

side of the editor via the “help” vocal command. 

 
 

Figure 5.1: The editor interface – at the top of the interface, a red spinner icon indicates that the 

recogniser is listening. The “go to line 7” voice command has been issued by the user, and the 

corresponding action has been performed. 

Common code navigation features found in mainstream development environments were 

also integrated into the interface and tailored for speech interaction. This includes standard 

approaches such as navigating to specific lines (e.g. “go to line x”, “down x”), positioning 

the cursor position within a line of code (e.g. “left x”, “right x”), and jumping to the start or 

end of a line. Additional navigation approaches such as “go to definition”, “find all 

references”, and “find” were also incorporated - these are widely used features within 

mainstream editors (Visual Studio Code, 2023; Brackets, 2023), although no work to date 
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has explored how they can be adapted for speech interaction or whether this can present any 

interaction benefits for developers with physical impairments. The following sub-sections 

provide further detail on the design of each of these key features and how they were tailored 

for voice control (a list of all navigational speech commands can be found in Table 5.2). 

5.3.1.1 Find all References 

In modern IDEs, the “Find all References” feature typically displays the list of all relevant 

references in relation to an identifier specified by the user via keyboard input (e.g. a variable, 

function). Figure 5.2 demonstrates how this feature operates within Visual Studio Code – in 

this scenario, a user has placed the cursor around their desired identifier “recognition” (at 

line 3) and initiated the “Find all References” feature through either a keyboard shortcut 

(Shift + F12) or via the context menu (triggered through a right mouse click). This results 

in a list of references being overlaid on the main editor that can be navigated through either 

directional keys on the keyboard or via direct mouse selection. Once a reference has been 

selected from the list, a preview of the relevant code is displayed in the main editor window, 

and a user can then navigate to their desired location. 

To tailor this approach for speech interaction, users can initially position the cursor (via the 

voice commands available) to a specific identifier within the code (e.g. a variable, function 

name). They can then issue a command to activate the “Find all References” feature (e.g. 

“reference”, “find reference”, among others), and a list of references is displayed on the 

right side of the interface (Figure 5.3). To remove the requirement for mouse and keyboard 

input to navigate the list, each list item is mapped with a unique numeric value which users 

can verbalise to select their desired reference (e.g. if “11” is issued as a vocal command, the 

11th item will be selected). This results in the relevant code being previewed in the main 

editor (similar to Visual Studio Code) – users can then issue a “select” vocal command to 

complete the navigation and reposition the cursor at the appropriate reference point (within 

the editor area). 
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Figure 5.2: Find all references utilised in Visual Studio Code 

 

 

 

Figure 5.3: Find all references tailored for multimodal voice control 

5.3.1.2 Find / Search 

A “Find” feature is also a common component of mainstream IDEs and enables users to 

search for code through providing a search term (via the keyboard). For example, in Visual 

Studio Code, developers can initiate the tool either through a menu item or via a keyboard 

shortcut (CTRL/CMD + F). Users can then enter their search terms (e.g. “editor”) into a text 

field and press the enter key to navigate to the first instance of any search results. If there 

are multiple instances of the search term, users can navigate them through either selecting 

the enter key to move to the next result or using the mouse to directly select the arrows 

within the “Find” area located towards the top of the interface (Figure 5.4). This feature was 

adapted for speech interaction through enabling the user to issue an associated verbal 
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command (e.g. “find x”, “search x”) to search for the desired term. The search would then 

be performed, and a similar “Find” box would be displayed towards the top of the interface. 

Users can then navigate through search results (where there are multiple occurrences of the 

search term) through stating the number of instances they would like to select. Figure 5.5 

shows the implementation of the “Find/Search” feature in the research prototype – the user 

has issued the command “find editor”, which has performed a search for the keyword 

“editor” and returned 16 results. The user then issued the command “next 13th”, which 

resulted in navigating to the 14th search result. 

 

Figure 5.4: The 'find/search' function in Visual Studio Code. The user has entered the term 'editor' 

where 16 occurrences are found - the user has to press the 'enter' key to move to the desired position. 

 

 

 

Figure 5.5: Implementation of the 'Find' feature for multimodal voice interaction.  

 

5.3.1.3 Go to Definition 

The “Go to Definition” feature within mainstream IDEs enables developers to navigate 

directly to the definition of an identifier (e.g., a variable, function). To use this feature, the 

user typically has to place the cursor around the identifier and use a keyboard shortcut (e.g. 

F12 in Visual Studio Code) or select the tool via the context menu (accessed via right mouse 

click). To tailor this for voice interaction, the user can place the cursor around an identifier 

(via the available voice commands) and then issue a command to initiate the “Go to 

Definition” feature (e.g. “definition”, “define”). The cursor then jumps to the appropriate 

definition of the user-selected identifier, and the navigation is completed (Figure 5.6). 
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Figure 5.6:  Implementation of the ‘go to definition’ feature. The cursor was initially at line 152 and 

placed over the variable “utterance” - the verbal command 'definition' has been issued resulting in the 

cursor jumping to line 4. 

 

Whilst adopting these common IDE features for voice interaction potentially presents new 

opportunities for code navigation, an important next step was to formally evaluate them with 

developers who have physical impairments to explore the viability of the approaches 

developed. 

 

 

 

Features Usage Example utterances 

Go to Definition To navigate to the definition of Identifier 
(function/class/variable) 

‘define’, ‘go to definition’, 
‘definition’ 

Find all references To display all the possibilities of a 
selected Identifier 

‘reference’, ‘get reference’, ‘refer’ 

Search To find/search a word using a caret ‘find getarea’, ‘search function 
hello’ 

Select Next Item To move forward to the next item ‘next’, ‘next 12’, ‘next 5th ’ 

Select Previous Item To go back to the previous item ‘previous’, ’move previous’, 
‘previous 2nd’ 

Left/Right/Up/Down To navigate to the desired position across 
the code caret. Defaulted to one position if 
the position is not provided 

‘left’, ‘right 20’, ‘up 10’, ‘move 10 
position left’, ‘go 20 position down’ 

Navigate to specific 
line  

To navigate between the lines of code ‘go to 10’, ‘go to line 20’ 

End of line Navigate to the end of the current line ‘end of line’, ‘end line’, ‘line end’ 

 

Table 5.2: List of features along with example vocal commands used for navigation. 

5.4 User Study  

A user evaluation was conducted to investigate the potential of the multimodal voice-

controlled code navigation techniques developed to support developers with physical 

impairments. 
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5.4.1 Research Question: 

The research question below was developed to address the limited work completed around 

the potential of multimodal speech and switch interaction to facilitate the code navigation 

process:  

RQ: How can a multimodal speech and switch interaction approach facilitate efficient 

code navigation? 

The broad focus of this question facilitated an exploratory research approach to help develop 

a deeper understanding around the challenges and opportunities associated with this method 

of interaction within a coding context. 

5.4.2 Participants 

14 participants with ages ranging from 21 to 55 years old (M=33.3, SD=10.9) were recruited 

via online advertisements posted within disability groups and through existing links with 

the research team. 12 participants were diagnosed with RSI, one with Cerebral Palsy, and 

another with Tendonitis/Carpal Tunnel. All participants had at least a year of coding 

experience (M=13.0, SD=12.1), whilst 12 participants had existing experience in using 

speech interaction to support coding activities (Table 5.3). For clarification, two participants 

from the second study of Chapter 4 were involved in this study. 10 Participants were native 

English speakers – the other native languages included Hebrew, Dutch, Tamil and Hindi. 

5.4.3 Apparatus 

All study sessions were conducted remotely via Zoom (2023) and Microsoft Teams (2023). 

Participants were required to use the Google Chrome browser to ensure compatibility with 

the Web Speech API. Participants were also required to use their own microphones for voice 

input, as well as an additional device of their choice (e.g. keyboard, mechanical switch) to 

trigger the speech recogniser. 

5.4.4 Procedure 

Institutional Review Board (IRB) approval was obtained for the study. The researcher 

initially met online with participants (via Zoom or Microsoft teams - whichever was most 
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suitable for participants) and provided a link to the prototype, along with a brief introduction 

to the project and a demonstration of the prototype. All participants were informed that they 

could use their existing assistive input devices to control through the research prototype 

(e.g. selecting buttons for starting and completing tasks) and initiate the speech recogniser. 

However, they were still required to use the speech commands available within the 

prototype for completing the navigation tasks (via their microphone). Four participants 

opted to use an eye tracker, while the remainder confirmed they would use a keyboard as an 

additional modality. They were then requested to complete a consent form and were 

redirected to the pre-test questionnaire to collect some demographic information, as well as 

details of their impairments and technical skills (Appendix C.3). Participants then completed 

training tasks (e.g. moving to different lines/positions, finding references and moving to a 

specified position) for approximately 10 minutes to ensure familiarity with the voice-

controlled navigation approaches. 

Following the practice session, participants started to work on the main experimental tasks. 

The study tasks were designed and categorised based on real case debugging scenarios 

utilised in previous studies (Baker et al., 2015; Rosenblatt et al., 2018). Similar to Shakil et 

al. (2019), participants were presented with three code snippets of varying lengths (i.e. 

“short” – 71 lines, “medium” – 535 lines, and “long” – 2092 lines) where each snippet 

consisted of 5-7 syntax errors requiring 12 navigational to uncover the bug for each code 

snippet (36 in total). The code snippets were taken from an online (open source) code 

repository (Chhekur, 2023) with common JavaScript syntax errors integrated (i.e. undefined 

methods, incorrect method parameters, typographic errors) (Ocariza et al., 2013; Hanam et 

al., 2016). The tasks utilised in the study are presented in Appendix C.4. This approach was 

adopted to present realistic navigation scenarios where manipulation of the onscreen cursor 

was required over shorter and longer distances within different code snippets.  

Participants were initially presented with one of these snippets and then required to navigate 

to each error embedded within the file. To eliminate code comprehension time impacting 

task completion, participants were provided with the exact steps required for navigating to 

errors (thus utilising the same approach used in previous related studies) (Shakil et al., 2019; 

Sengupta et al., 2020). For instance, at the start of each task, participants were initially 

shown a screenshot of the “starting” position of the cursor, alongside a second screenshot 

highlighting the location of a syntax error and the required final cursor position. The tasks 
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associated with each code snippet were developed to encourage using the different 

navigation features integrated within the prototype. In particular, there were two instances 

in each code snippet which required participants to use the “Find All References” feature 

(e.g. “Find all the references of the method taskShuffle and select the 9th Instance”), two 

instances associated with “Go to Definition” (e.g. “Navigate to the definition of 

CreateMarker”) in each code snippet, and two instances where the use of the “Find” tool 

was required to successfully complete the task (e.g. “Find the variable editor”). Whilst an 

emphasis was placed on these three features, tasks were also designed in a way where further 

navigation commands were required to complete them (i.e., “go to line”, “left”, “right”, 

“up”, “down” and “end of the line”). 

Once participants had familiarised themselves with a task, they were then required to work 

on the task using the commands available and selected a “Complete Task” button once they 

had completed the necessary navigation step. Once all 12 navigation tasks for a code snippet 

were completed, participants would move to the next snippet, and the process was repeated 

until all tasks were finished. The order of code snippets was counterbalanced to reduce the 

potential impact of order effects. Participants were then administered the SUS survey 

(Bangor et al., 2009)  followed by an online open-ended questionnaire exploring their 

experiences of using the speech-based code navigation features, as well as suggestions for 

any improvements. A follow-up semi-structured interview was also conducted to discuss 

any key points further (Appendix C.5). 
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Table 5.3: Participant Details - CD=Coding Experience; AT =Assistive Technology; CL =Coding 

Languages; CE =Coding Experience; IDE =Integrated Development Environment; RSI=Repetitive 

Strain Injury; SUS=System Usability Score; VSCode = Visual Studio Code 

ID Age Impairments Technical Experience SUS 

P1 42 (M) Mild RSI- flares up under 

stress or excessive typing 

CD: 25 years; AT: Talon Voice; CE: Expert; CL: iOS, Swift, 

Unity, C#, Python, SQL; IDE: XCode, PyCharm, VSCode 

62.5 

P2 21 (M) RSI, Pain in fingertips CD: 1 year; AT: Specialized mouse and keyboard, speech 

detecting; CE: Novice; CL: Python; IDE: Brackets, Spyder. 

80 

P3 20 (M) Cerebral Palsy CD: 4 years; AT: Speech, Ergonomic keyboard; CE: 

Intermediate; CL: HTML, JAVA; IDE: Dreamweaver, Android 

Studio 

62.5 

P4 33 (M) Tennis elbow in the right arm, 

finger tendonitis in most 

fingers of the left hand.  

CD: 17 years; AT: Talon Voice with Eye-tracking; CE: Expert; 

CL: Java, Python, JS, Haskell, PureScript; IDE: Vim 

87.5 

P5 45 (M) RSI, Both hands CD: 6 years; AT: None; CE: Intermediate; CL: Python, Scala, 

Clojure, JS; IDE: PyCharm 

87.5 

P6 40 (M)  RSI, pain in wrists from 

prolonged use of mouse 

CD: 20 years; AT: Vertical Mouse; CE: Expert; CL:JS, 

TypeScript; IDE: WebStorm 

90 

P7 28 (M)  Hand and shoulder RSIs.  CD: 1 year; AT: Talon Voice, Tobii Eye Tracking; CE: Novice; 

CL: JS, HTML, CSS; IDE: VSCode 

92.5 

P8 55 (M) RSI. Both Hands, Dyslexia CD: 50 years; AT: MS Dictation, Immersive Reader; CE: 

Intermediate; CL: C#, Windows; IDE: Visual Studio. 

100 

P9 21 (M) RSI Wrist, hypermobility, 

scoliosis. Chronic 

inflammation in joints, 

shoulder, back, arms 

CD: 4 years; AT: Talon Voice, Kinesis Advantage Keyboard; 

CE: Intermediate; CL: C#, Java, Python, C++; IDE: IntelliJ, 

Notepad++ 

92.5 

P10 43 (M) Tendonitis/Carpal Tunnel; 

difficulty typing 

CD: 24 years; AT: Talon Voice (recently), Kinesis Advantage 

keyboard; CE: Novice; CL: Clojure and ClojureScript; IDE: 

Spacemacs. 

95 

P11 26 (M) Limited hand function and 

motor impairments 

CD: 5 years; AT: Speech Recognition; CE: Intermediate; CL: 

Julia, MATLAB, Java, C, JS; IDE: VSCode 

97.5 

P12 26 (M) Occasional RSI flare-ups CD: 5 years; AT: Mechanical Keyboard, Logitech MX Ergo 

trackball; CE: Intermediate; CL: JS, TypeScript, NodeJS, 

Python; IDE: VSCode 

70 

P13 26 (M) RSI, Ulnar Nerve Pain CD: 5 years; AT: Talon Voice; CE: Intermediate; CL: HTML, 

CSS, JS; IDE: VSCode 

57.5 

P14 40 (M) RSI, Wrist and elbow tendon 

issues 

CD: 15 years; AT: Talon/Dragon Voice, Eye Tracker; CE: 

Expert; CL: Java, Angular; IDE: IntelliJ 

92.5 
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5.4.5 Measures 

Task Completion: Task completion time was measured to gain an indication around the 

efficiency of the interaction approach developed. Task completion times were measured in 

milliseconds from when participants started each task (i.e. after selecting the “Start Task” 

button) until the task had been completed.  

Usability: Perceptions of usability were measured using SUS (Brooke, 1996; Bangor et al., 

2009), which was administered after all navigation tasks had been completed. 

Speech Recognition Accuracy:  Errors were categorised into two themes: Speech 

Recognition – where the recogniser was inaccurate (e.g. “Go to line 160” misrecognised as 

“Go to wine 160”), and Unrecognised Commands – where the recogniser misinterpreted the 

intention behind the user voice commands or the command was not recognised (e.g. “write 

down”). 

5.4.6 Results 

5.4.6.1 Task Completion Time 

All participants were able to complete all the tasks and utilise the navigation features within 

the prototype. Task completion times ranged between 6:24 minutes to 17:16 minutes with 

an average time of 11.9 minutes (SD=3.5 minutes). Each snippet took under 5 minutes on 

average to complete, with navigation tasks associated with the short code snippet taking an 

average time of 4.7 minutes (SD =1.8 min), tasks for medium length code requiring an 

average time of 3.6 minutes (SD=1.45 min), and navigation steps for the long code snippet 

taking 3.6 minutes on average (SD=1.2 min).   

5.4.6.2 Usability  

The navigation features also obtained an average SUS score of 83.4 (SD=14.3), which can 

be labelled “Excellent” (Brooke, 1996; Bangor et al., 2009). 

5.4.6.3 Speech Performance and Analysis  

A total of 1173 vocal commands were issued (Short: 429; Medium: 382; Long: 362). 230 

commands were related to speech misrecognition (19.6%), while 150 commands (12.8%) 

were associated with unrecognised commands. Some of the common speech misrecognition 
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commands included “write” instead of “right”, “done” instead of “down”, and “to” instead 

of “two”. Despite misrecognition in a small number of cases (N=30), the model could still 

identify the correct intention of the command issued by the user. For instance, in multiple 

cases, “right” was misrecognised as “write”, although the model would accurately identify 

the intent as “right” and would perform the appropriate action. 

5.4.6.4 Subjective Feedback  

All qualitative data obtained during the semi-structured interviews and observations were 

retrieved for analysis. A thematic analysis (Braun and Clarke, 2012) was employed where 

initial groupings where developed based on data collected and then iteratively refined into 

the following themes.  

Perceptions of “Find All References” 

All participants provided positive feedback in relation to the “Find all References” 

navigation approach, with comments emphasising that the approach was intuitive, easy to 

use, and time-saving:  

“The navigation for references and definitions is very, very straightforward . . . and saves a 

tremendous amount of time” (P8).  

Eight participants highlighted that this feature is not available in other voice coding editors, 

with four participants (P1, P5, P6, P14) explicitly stating that they would like the feature 

integrated into their current IDE:  

“. . .I will have to wait for this to come to PyCharm. I think that would be remarkable!” (P5).  

Seven participants commented that the ability to verbalise numeric values to support the 

selection of references was a useful feature - in particular, the option to traverse the item 

position via absolute numbers (i.e. verbalising the exact numeric value, e.g. “5”, “9th”) and 

relative numbers (i.e., verbalising the number with respect to the currently selected item 

position, e.g. “next 6th”, “previous 5”) was useful. An issue highlighted by three participants 

was in relation to speech recognition (i.e. in terms of some of the commands not being 

appropriately recognised), with participants suggesting the possibility of incorporating 

customisable vocabulary where commands can be tailored depending on user preferences:  
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“. . .In Talon I can customise my own thing and has less recognising bugs, so including 

custom grammar can improve the accuracy of recogniser can be boost the performance” 

(P13). 

Perceptions of “Find” 

Eleven participants provided positive comments in relation to the “Find” feature, with 

comments focusing on simplicity and ease of use. Four participants stated that the tool was 

particularly useful in terms of searching for multiple terms within a single search query - 

for instance, P5 was positive about the “Find” feature, although they felt it might present 

challenges in some scenarios: 

“. . .the voice search worked remarkably well in finding variable/function names which 

consist of multiple concatenated words . . . but maybe it will be less so for more complex 

word combinations…” (P5). 

P9 re-iterated this point and highlighted that the tool could be improved further through 

providing users with the ability to enter individual characters via speech to address 

challenges in pronouncing custom identifiers: 

 “. . .would be nice to have an option to manually type letter by letter for find - since not all 

keywords lend themselves to easily identified pronunciation” (P9).  

Similar to the “Find all References” tool, five participants highlighted the option to select a 

specific instance of a search result (e.g. “5”, “5th”) in addition to relative commands (e.g. 

“previous 2”, which would select the instance two places before the currently selected result) 

to be particularly useful and easy to use: 

“. . .The option of moving forward/backward and directly jumping to a number makes it 

easier . . . this is not present in Talon” (P13).  

Two participants suggested that commands such as “go back” and “go forward” would also 

be useful additions to support the efficient navigation of search results. 

 

Perceptions of “Go to Definition” 

Nine participants provided positive feedback on the use of the “Go to Definition” feature, 

with comments highlighting that it was useful, intuitive, and easy to use: 
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“…I found those features to be useful. I have not seen them in any other packages…” (P11).  

Three participants suggested incorporating similar features (e.g. “navigating to local 

declaration”, “navigating to inner block within curly braces”), which exist in other coding 

tools (i.e. Vim) to further enhance accessibility: 

 “Use the commands of vim like gd to navigate to local declaration, fx to find next 

occurrence“ (P10).  

Two participants suggested integrating a feature for multiple file navigation to enable 

jumping directly to the definition of the main identifier located in a different file. 

Suggestions for iterative development 

All participants stated they were impressed with the navigation approaches and were able 

to successfully utilise them to complete the tasks. Four participants suggested potential 

improvements around the accuracy of the recogniser through incorporating a local speech 

recogniser. Five participants highlighted that the inclusion of a scrolling feature via voice 

would also help them effectively navigate to different sections of a code listing. Three 

participants suggested including a feature to navigate to a specific position of a line (e.g., 

“center of line x”, “end of line x”). Three participants also felt a “page up/down” feature 

would be beneficial to support navigation within a code listing. 

5.5 Conclusions 

This chapter has addressed the research question highlighted in Section 5.4.1 through the 

development and evaluation of a multimodal system to support people with physical 

impairments with navigating syntax. Prior research on voice-based coding approaches has 

primarily focused on writing and editing code, as opposed to different code navigation 

techniques. The small number of research prototypes that do allow for voice-controlled 

navigation typically only support simple functionality such as jumping to a specific line 

(e.g. “line x”) or inline navigation (i.e. “left” to move the cursor one position to the left) 

(Begel and Graham, 2005; Wagner and Gray, 2015; Rosenblatt et al., 2018). No previous 

studies have explored the potential of additional commonly used code navigation techniques 

with mainstream IDEs (such as “Find All References”, “Go to Definition”, and “Find” 

(Smith et al., 2017; Shakil et al., 2019)) within a voice coding context. Furthermore, no 
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research has investigated or evaluated the efficacy of voice-based source code navigation 

for developers with physical impairments. This chapter addresses the lack of work in this 

area to date through presenting a novel prototype that integrates widely used code navigation 

approaches that have been tailored and optimised for multimodal speech interaction.  

The results from a user evaluation with developers who have physical impairments found 

the code navigation approaches intuitive and easy to use, with SUS scores indicating an 

excellent level of usability. These findings build on other related work in the field – for 

instance, Rosenblatt et al. (2018) used navigation commands such as “go to line” and “go x 

left” in their VocalIDE application (which was also received positively by participants), 

although their work did not include the common navigation features investigated in this 

study. Moreover, whilst navigation features such as “Find all References” and “Go to 

Definition” have been explored and evaluated within systems supporting eye gaze 

interaction (Shakil et al., 2019), no previous work has investigated these types of features 

in relation to voice coding. This work also confirms that multimodal voice is a feasible 

approach in facilitating a wide range of code navigation approaches and can help developers 

with physical impairments to reduce their dependency on traditional input devices (i.e. a 

keyboard and mouse). Furthermore, the majority of the participants from the study (N=11) 

who use Talon as their primary voice coding tool expressed a desire to integrate the 

approaches into existing mainstream IDEs (such as Visual Studio Code and Talon) to 

support their development workflow. This work, therefore, addresses key challenges 

associated with the navigation of code via voice interaction through presenting fully 

functional techniques that can be utilised by developers with physical impairments. 

One limitation of the work is the accuracy of speech recognition (which is a known issue 

within the field) (Rosenblatt et al., 2018; Kim et al., 2019; Van Brummelen et al., 2020b) - 

the system currently utilises a cloud-based speech recogniser which can present potential 

challenges around accuracy and recognition delays due to network and latency issues. As 

suggested by participants, the system could be integrated with the local Talon recogniser 

(stored on the client-side) to help further address these issues. Scrolling through code via 

voice control is another important area where there has been a lack of work completed to 

date. Moreover, the model is currently trained with a limited range of samples and could be 

developed further through integrating the terms collected during the evaluation, as well as 
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through additional samples from a broader and more diverse user base (e.g. female 

developers, non-English speakers). 

The next chapter will present the key contributions and conclusions of the research 

conducted across the thesis, as well as a discussion around limitations associated with the 

work completed and future important research areas that now require further investigation.  
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6 DISCUSSION AND LIMITATIONS 

The first chapter highlighted a lack of work on multimodal coding approaches to support 

people with physical impairments in writing code, as well as the potential benefits such an 

approach could provide to present more inclusive development experiences. This chapter 

expands on the findings from the user studies presented in Chapters 3-5 by delving into 

transferable findings and their implications for the wider disability community. In this 

chapter, we first discuss the main contributions of the thesis with a particular focus on the 

research questions stated in Chapter 1. The chapter concludes with limitations that are based 

on the findings in the three user studies.  

6.1 Main Contributions 

This thesis focused on exploring different multimodal approaches (i.e. different 

combinations of speech, gaze, and mechanical switches) to support inclusive development 

interactions. Research studies were focused around the three research questions highlighted 

in the introductory chapter. These questions are highlighted again below along with details 

of how the research completed has developed our understanding of these key areas.  

RQ1: How can speech recognition, eye gaze tracking and mechanical switches be 

combined as a multimodal interaction approach to support coding activities for people 

with physical impairments? 

Research in Chapter 3 investigated this question through the development of a multimodal 

coding approach combining speech, gaze, and mechanical switches.  An exploratory study 

was conducted with 29 non-disabled developers to measure the feasibility and usability of 

the system where the results found that all participants were able to complete a series of 

tasks and the prototype was rated as “OK” in terms of usability. Subjective feedback also 

highlighted the intuitiveness and usability of the approach with the majority of participants 

providing positive feedback and comments. Similarly, results from a follow-up study with 
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five developers who have physical impairments found coding via multimodal input control 

to be simple and easy to use with SUS scores indicating that the system has a good level of 

usability score, as well as highlighting that the approach provided advantages over their 

existing interaction approaches. This combined speech and gaze interaction with switch 

controls demonstrates how they can work together to support individuals with physical 

impairments for coding purposes. Gaze interaction can address speech recognition 

problems, while, on the other hand, speech input can manage selection, navigation, and 

deletion of syntax, addressing difficulties in eye gaze activation of small targets. 

Additionally, it was noticed on several occasions that participants were using the gaze-based 

onscreen keyboard to control the interface rather than using speech and also issued vocal 

command to fix syntax and typographical errors as opposed to using gaze. This highlights 

the necessity for adaptable interaction, enabling developers to effortlessly switch between 

gaze and speech based on individual preferences, mood, or coding needs. 

This research therefore highlights the potential of using a multimodal approach to support 

coders with physical impairments, as well as findings around the challenges and issues this 

type of interaction method presents in this context.  

RQ2: To what extent can natural language and fixed grammar voice coding 

approaches support the writing, editing, navigation, and selection of code? 

The research highlighted in Chapter 4 addressed this question through the development of 

two coding approaches – one that utilised a fixed grammar and another using a natural 

language method. An exploratory study was initially conducted to gain an understanding of 

typical commands that developers would prefer to use when performing coding activities 

via voice.  Informed by the findings from this study, a novel coding system providing users 

with the ability to perform coding activities via a fixed grammar and natural language 

approach was developed.  The first comparative evaluation with non-disabled developers 

found that both approaches were perceived positively and enabled participants to 

successfully complete common coding tasks. Both methods were also found to perform at 

similar levels in terms of usability and task completion times. However, the results indicate 

that the majority of participants felt that the natural language method had good potential if 

the model could become more robust and also highlighted that this approach was intuitive 

and easy to learn.  
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Taking this into consideration, it was therefore decided to take the natural language 

approach forward for further development and evaluation within a multi-session evaluation 

with five developers who have physical impairments. Results from this study emphasised 

that the system enabled all participants to successfully complete common coding tasks of 

varying difficulty.  However, the results were mixed around perceptions of usability with 

some participants providing higher scores, whilst others were lower. Two participants who 

provided higher scores both self-identified as being new to voice coding – this potentially 

suggests that the natural language approach can provide benefits for developers who are less 

familiar with existing voice-based coding tools, although further evaluation work will be 

required to validate this point. Overall, results from the user study validated that natural 

language can be a feasible approach in performing coding activities for this target audience, 

in addition to identifying some additional challenges that require further work moving 

forward (e.g. training the natural language model with the dataset obtained during the first 

evaluation, the addition of coding features such as “copy”, “cut”, “paste”, and the generation 

of a skeleton code if an identifier is not provided).  

The research conducted in these studies demonstrates that both fixed grammar and natural 

language voice coding can facilitate standard coding activities. Furthermore, the work 

highlights the viability of natural language coding via a multimodal voice approach, as well 

as highlighting new insights around the challenges of this approach. 

RQ3: How can a multimodal speech and switch interaction approach facilitate efficient 

code navigation? 

The research presented in Chapter 5 addresses this question through presenting a novel 

prototype that explores how commonly used code navigation approaches (e.g. jumping to 

function definitions, conducting a search for specific syntax, scrolling techniques) can be 

optimised for multimodal voice interaction. The system design was initially informed 

through an exploratory study with five physically impaired developers to elicit insights 

around their experiences in navigating code within existing voice-controlled development 

environments. This exploratory study informed the design of a code editor integrating 

different navigation features tailored for multimodal speech input. Results from a user 

evaluation with 14 developers who have physical impairments found that the code 

navigation techniques were intuitive to use and rated as “Excellent” in terms of usability, as 
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well as being perceived positively overall. Several participants expressed their desire to 

integrate these features within their existing coding tools, which demonstrates the 

importance and novelty of this work. Participants also highlighted key challenges that 

require further work, such as voice-controlled scrolling features and navigating to the 

identifier located in multiple files. This research, therefore, presents new contributions and 

knowledge on how commonly used code navigation approaches can be tailored for 

multimodal voice and switch input, as well as the viability of these approaches for 

developers with physical impairments. Overall, this work contributes valuable insights into 

enhancing accessibility and usability for developers with physical impairments in the coding 

domain. 

6.2 Limitations  

Whilst the research conducted presents multiple original contributions that have developed 

our understanding in this area, there are also a range of limitations associated with the work 

completed. For instance, participants across all studies experienced challenges on occasions 

with the accuracy of speech recognition, thus resulting in them having to repeat commands 

multiple times. Furthermore, the research prototypes developed utilised a cloud-based 

speech recogniser, which can occasionally pose issues in terms of delays in processing (due 

to latency rates and network issues). These are known challenges in the field (Wagner and 

Gray, 2015; Rosenblatt et al., 2018; Soto Munoz et al., 2019; Van Brummelen et al., 2020b), 

although it is important to note that they were not highlighted as major concerns for 

participants across all studies (who were able to successfully complete all experimental 

tasks). An alternative approach could involve the integration of offline conversion tools (e.g. 

Mozilla Speech (2023), Wav2letter (2023)), which could potentially help to address these 

issues (particularly in relation to latency), although further testing is required to examine 

whether this presents any interaction benefits. 

Similar limitations were also observed in relation to the eye tracker when evaluating the 

multimodal prototype detailed in Chapter 3. In particular, calibration drifts were observed 

during this study as participants moved their heads and seating position over the duration of 

the study (these challenges have also been highlighted in previous work (Miniotas et al., 

2006; Biswas and Langdon, 2011; Creed et al., 2020)). The use of sensors with higher levels 

of accuracy (e.g. Tobii 5 (Tobii, 2023)) could help to address some of the challenges 
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identified, although there is still scope for calibration drift to influence user experiences. It 

will therefore be important for future work to investigate customisable interfaces that cater 

for the unique needs of individual users to help mitigate this issue (e.g. adjusting the size of 

interaction targets (Skovsgaard et al., 2010; Casarini et al., 2020)).  

Another general limitation of the research is that all studies (aside from the final evaluation 

in Chapter 4) were conducted over a single testing session (based in the lab or remotely 

within a participant’s environment). Whilst the approach taken in the thesis still presents 

important new insights and contributions around the feasibility of multimodal coding 

approaches for people with physical impairments, it will be crucial moving forward to also 

conduct longitudinal studies to investigate the efficacy of the approaches developed. For 

example, this could present important new insights around how developers adapt their 

coding practice and workflow around any limitations associated with voice coding 

approaches (e.g. to work around accuracy challenges).  

Another limitation of the research is that the user evaluations conducted in Chapters 4 and 

5 were conducted remotely in either a participant’s home or work environment. Participants 

were therefore using their microphones to support voice input which led to a lack of 

consistency in the technology used within the evaluation sessions. A lack of control of 

external environmental factors (e.g. background noise) could also have influenced 

experiences in using the voice-controlled elements of the prototypes (Krishna et al., 2019). 

However, it is important to note that participants did not raise voice recognition as a major 

concern across both studies, and all participants successfully completed evaluation tasks. A 

remote evaluation approach can also present some benefits in that the prototypes were 

evaluated in more realistic scenarios where external factors can influence interaction 

experiences. Whilst this testing method, therefore, presents some limitations, it also helps 

to enhance the validity of the findings reported.  

A further limitation is that the research prototypes developed only supported web-based 

markup and scripting languages (i.e. HTML, CSS, and JavaScript), as opposed to other 

popular languages such as Python, C#, and C++. These languages all have their coding 

conventions and standards, which may mean that adaptations are required to support the 

efficient writing and manipulation of syntax via multimodal coding approaches. For 

instance, using Emmett (Emmet, 2023) helped to support the more rapid production of 
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HTML and CSS code, although this approach would not be compatible with other 

languages. Further work is therefore needed to explore the nuances associated with other 

languages and new approaches to support efficient workflows via multimodal interaction 

methods. 

Another limitation is associated with the multimodal approaches explored during this thesis 

– this included a combination of speech, gaze, and multiple switches for the first research 

prototype (Chapter 3) and the use of speech and a switch for the studies conducted in 

Chapters 4 and 5. Whilst there is a lack of work exploring the combination of these 

technologies within a coding context (as highlighted in Chapters 1 and 2), and the work 

conducted presents new insights, there are also other modalities that could have been 

explored. These include mid-air gesturing (Morrison and McKenna, 2002; Groenewald et 

al., 2016), head tracking (Haque et al., 2021; Kabir et al., 2022), alternative mice and 

keyboards (Smith et al., 1998; McLoone et al., 2010; Aigner et al., 2016; Henzen and 

Nohama, 2016), Brain Computer Interfaces (BCIs) (Vallabhaneni et al., 2005; Allison et al., 

2007) and touch (Kane et al., 2009; Mott et al., 2016; Gheran et al., 2018). This represents 

an important future research area where different combinations of input modalities may help 

to support developers with specific requirements and forms of impairments.  

In terms of the research conducted in Chapter 4, the natural language approach was taken 

forward for further development and evaluation work (after the first evaluation), although 

the fixed grammar approach also received positive feedback. An argument could have been 

made to also take this approach forward for further research within a multi-testing session 

study to gain further insights around the viability of this method. Whilst this still represents 

an important area requiring further investigation, participant feedback highlighted a 

particular interest in the potential of natural language input to support coding activities. It 

was therefore decided that this area held potential to present new insights and contributions 

for the field, although it is important to acknowledge that the fixed grammar approach was 

generally perceived positively and can present benefits for developers.  

Finally, in relation to the research detailed in Chapter 5 around code navigation, the study 

focused on new inclusive approaches for navigating syntax within a single document. This 

work did not cover other scenarios, such as searching for specific code over multiple source 

files associated with a development project. Whilst this is also an important area requiring 
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further investigation, it was felt that an important initial step was first to investigate whether 

common navigation features such as “Find”, “Find all References”, and “Go to Definition” 

could be tailored for multimodal voice and switch control within a single document. It will 

now be important to explore the wider application of the approaches developed to 

understand whether any further updates are required to these approaches to support 

additional code navigation scenarios.  

A wider important point relates to the recruitment disabled and non-disabled participants 

for the research studies. The research detailed in Chapters 3 and 4 employed a two-phase 

methodology, consisting of an initial investigation involving non-disabled developers, 

followed by a subsequent investigation involving developers with physical impairments. 

Chapter 5 broadened this scope by incorporating a more extensive cohort of disabled 

developers, consisting of 14 participants.  As mentioned earlier in Chapters 3 and 4, a key 

requirement of this research is that all users were able to use assistive tools to control the 

system. We therefore felt that conducting a first study with non-disabled participants 

provided a relevant insight into the use of the system. It also enabled us to identify areas 

where further improvements were required prior to conducting an evaluation with disabled 

participants. 

The recruitment of disabled participants was predominantly carried out via online 

advertising, with the objective of targeting a wide range of individuals with diverse 

impairments. This recruitment strategy was designed to mitigate the influence of bias that 

may arise from exclusively relying on the research lab's personal contacts. It also offered an 

opportunity for individuals who may not have direct affiliations with the research team to 

take part in the study. 

This chapter provided a discussion of findings and limitations from all three user studies 

presented in this thesis (Chapter 3-5). The main contributions of this work were presented, 

as well as the potential benefits to the research community. The key conclusions drawn from 

the work in this thesis will be presented in Chapter 7. 
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7 CONCLUSIONS AND FUTURE WORK 

This thesis explored the integration of different assistive technologies such as eye gaze, 

speech, mechanical switches to facilitate usable, efficient and feasible approaches for 

supporting developers with physical impairments to perform coding activities. The thesis 

initially investigated the combination of speech, gaze, and a mechanical switch as an 

alternative input approach for writing, editing, deleting, and selecting HTML and CSS code 

(Chapter 3). The developed coding environment allowed developers to type code using eye 

gaze, control the interface via speech, and trigger actions through mechanical switches, thus 

leveraging the strengths of each modality to present a more viable coding approach. The 

feasibility of this prototype was assessed through evaluations involving both non-disabled 

(N=29) and disabled (N=5) participants. The design and evaluation processes primarily 

focused on writing, deleting, and selecting HTML and CSS code. Two user evaluations 

yielded positive results, showcasing the viability of integrating gaze, speech, and 

mechanical switches for supporting development tasks.   

  

Drawing from the feedback and insights gained from Chapter 3, the next chapter explored 

the feasibility of different voice inputs (i.e., natural language and fixed grammar) along with 

a mechanical switch to perform coding activities (Chapter 4). Prior work on voice-based 

coding predominantly focused on using fixed and constrained commands, and none were 

evaluated with disabled developers. The initial design of the system was informed via an 

exploratory study involving twelve developers, aimed at gaining insights into the language 

employed while utilizing voice commands for code composition. This exploratory research 

informed the development of a multimodal inclusive coding environment using two voice 

coding approaches: Fixed Grammar and Natural Language. A comparative study involving 

non-disabled developers (N=25) produced a similar level of efficiency and usability 

between both approaches when writing JavaScript code, with each method receiving 

positive feedback and enabling the successful completion of development tasks. A multi-
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session follow-up study with disabled developers (N=5) demonstrated that coding through 

natural language speech facilitates effective code writing, editing, and navigation.  

  

Disabled developers from the previous study (Chapter 4) emphasised a need for accessible 

common code navigation features that can be utilised via speech interaction. To investigate 

this further, an exploratory study with five disabled developers was conducted to gain 

insights into their experience with code navigation within their existing voice-based 

development environment. The findings from this study informed the design of a code 

editing prototype that integrated common code navigation techniques (e.g., "Find," "Find 

reference," and "Go to Definition") controlled via speech and switch input. A research study 

was conducted with 14 developers with physical impairments, with results demonstrating 

that the approach was a usable and efficient method for code navigation.  

This thesis involved the exploration and implementation of novel multimodal input 

modalities to assist developers with physical impairments in performing coding activities. 

It examined the development and validation of multimodal interaction approaches within 

the coding environment through evaluations with both disabled and non-disabled 

developers, thus providing a comprehensive understanding of the strengths and limitations 

associated with the use of multimodal interaction approaches in a coding context. 

Additionally, the research explored natural language and fixed grammar voice coding 

methods, confirming both approaches as usable and feasible for coding purposes. Further 

investigations into the natural language approach were conducted through multi-session 

studies, offering a deeper understanding of its strengths and limitations in supporting 

developers during coding activities. Moreover, the research investigated mainstream code 

navigation approaches and identified voice and switch as feasible interaction methods to 

support developers with physical impairments in performing code navigation.  Table 7.1 

presents a summary of the key contributions.  
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Table 7.1:  A summary of user studies across each study; RSI=Repetitive Strain Injury; CP: Cerebral 

Palsy; NDD =Non-disabled developers; DPI=Developers with Physical Impairments 

 

Study User Type Participants Categories/Tasks Conditions 
Number 

of tasks 
Utilized tools SUS  

Study 1 

(Multimodal  

Interaction) 

• NDD 

29 participants 

with an age range 

of 19 to 45  

(M=27.9; 

SD=7.87) 

• HTML ADD 

• HTML 

SELECT 

• HTML 

DELETE 

• HTML EDIT 

• CSS ADD 

• CSS SELECT 

• CSS DELETE 

• CSS EDIT 

One 

64 (8 

categorie

s*8 

tasks) 

• Speech 

(Controlling 

interface)  

• Gaze(Typing) 

•  Mechanical 

Switches 

(Selection)  

68.1 (SD 

=20.8) 

Study 2 

(Multimodal 

Interaction) 
• DPI  

5 participants 

with an average 

age of 23.6 years 

(SD=7.3); (4 with 

RSI, 1 with CP) 

• Creating a 

single 

webpage from 

a blank 

document  

One  

• Speech 

(Controlling 

interface)  

• Gaze(Typing) 

•  Mechanical 

Switches 

(Selection) 

74.0 (SD 

=4.6) 

Study 1 

(Multimodal 

Speech 

Interaction) 

• NDD 

25 with ages 

ranging from 18 

to 50 years 

(M=25.8; 

SD=7.85) 

• Create 

• Select 

• Delete 

• Edit 

• Natural 

language 

(NL)  

• Fixed 

Gramma

r(FG) 

48 (2 

condition

s*4 

categorie

s*6 

tasks) 

• Speech 

(performing the 

tasks)  

• Mechanical 

switch 

(triggering the 

recognizer) 

NL 

=75.8 

(SD 

=16.0); 

FG=75.4 

(SD 

=17.4). 

Study 2 

(Multimodal 

Speech 

Interaction) 

(Multi-

session) 

• DPI 

6 (M =26.7, SD 

=8.4); Four with 

RSI, one with CP 

and one with 

Tendonitis/Carpal 

Tunnel 

• Create 

• Select 

• Delete 

• Edit 

One   

• Speech 

(performing the 

tasks)  

• Mechanical 

switch 

(triggering the 

recognizer) 

59.2 

(SD=18.

5) 

Study 3 

(Multimodal 

Code 

Navigation) 

• DPI 

14 (M=33.3, 

SD=10.9); 12 

with  RSI; 1 CP 

and one with 

Tendonitis/Carpal 

Tunnel 

• Short, 

• Medium 

• Long 

One 

36 (12 

tasks*3 

categorie

s) 

• Speech 

(performing the 

tasks)  

• Mechanical 

switch 

(triggering the 

recognizer) 

83.4 

(SD=14.

3) 
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7.1 Future Work 

Whilst the thesis presents new insights and contributions around multimodal methods to 

support people with physical impairments in writing code, it also gives rise to a range of 

important research areas requiring further investigation. For instance, a key emphasis of the 

work detailed in this thesis focused on specific coding activities such as writing, editing, 

navigating, selecting, and deleting code. Whilst these are all fundamental areas where 

further work was required, future studies also need to concentrate on other key development 

activities such as debugging, code versioning, and general management of a codebase. 

These are all areas where there has been a lack of work to date, and it remains unclear how 

they can be facilitated via multimodal interaction approaches. For instance, in terms of 

debugging, this is a crucial activity that will likely require custom commands to control 

different aspects of debugging, such as setting flags, stepping through code, and controlling 

the compilation process. There may also be scope for natural language approaches to support 

this process (e.g. “set a flag at line x and step through”, “find the function x and add a 

breakpoint”). No work has been conducted in this area to date, although it is a crucial 

element of the application development process where further research is now required.  

Whilst the multimodal system presented in Chapter 3 highlights some interaction issues in 

relation to eye gaze accuracy, it will be important to conduct additional work in this area. 

For instance, it will be important to work with more accurate sensors (e.g. Tobii 5) and 

examine whether this further supports the interaction approach. The study also focused on 

using gaze primarily for typing code and speech for other actions (e.g. code navigation). 

However, it would also be interesting to swap the primary roles of these approaches (e.g. 

speech for writing code and gaze for supporting navigation, and selection of targets). 

Furthermore, the ability to customise input methods and their mapping to different tasks is 

an important area that requires further work, as well as ensuring that the process for 

configuring these mappings is inclusive for people with physical impairments.  

Another area where further research may prove fruitful is in relation to the customisation of 

vocal commands to support coding. For instance, one of the limitations of a fixed grammar 

approach is that users have to utilise a fixed set of commands. In some cases, the system 

misrecognised some of the commands issued by participants due to their accents (e.g. 

“delete line 10”, often misread as “delete nine nine”), thus resulting in them having to repeat 
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commands on multiple occasions. Similarly, whilst voice-based coding extensions such as 

Cursorless (2023)  are available for platforms such as Visual Studio Code (e.g. to support 

with code navigation via voice input), they can provide some interaction challenges - for 

example, developers have to learn the supported voice commands (e.g. “chuck line near” to 

delete lines between two highlighted words), thus presenting additional cognitive load. 

Future work, therefore, needs to investigate the potential of having a customisable approach, 

where users can select and customise commands depending on their own preferences. 

Similar to the customisation of input methods (highlighted above), the process for defining 

these custom commands will also need to be accessible to ensure this does not present 

developers with additional barriers.  

Novel innovations around natural language text input to generate code have been shown to 

present efficiency benefits for developers. For example, GitHub has introduced GitHub 

Copilot (Nguyen and Nadi, 2023), which can suggest large code snippets of different 

programming languages (e.g. if a user types “function farenheitTocelcius”, the relevant code 

snippet will be auto typed within the function). This has the potential to present significant 

benefits for coders with impairments, but further work is required to empirically evaluate 

the strengths and limitations of this method. In particular, this approach could reduce the 

amount of syntax that needs to be manually written, which could present benefits, although 

it may also introduce issues if the generated code contains any issues that does not reflect 

the developer’s desired outcome. For instance, a significant overhead could be added if users 

have to correct the code, which may potentially be a longer process compared with manually 

writing the syntax (without the support of auto-generation via natural language text input). 

However, further research is required to empirically evaluate and understand the 

opportunities and challenges associated with this coding approach.  

Code completion is another feature that is commonplace in mainstream IDEs and has been 

shown to present productivity benefits for non-disabled developers as it lowers the number 

of keys needed to type the code by displaying relevant code snippets (Asaduzzaman et al., 

2016; Amlekar et al., 2018). This also holds significant potential to make coding more 

efficient for people with physical impairments who are utilising alternative input methods, 

although there has been limited work exploring how this feature can be tailored for 

multimodal interaction. For example, this feature could be tailored to work in largely the 

same way where numbers are associated with different autocompletion options which can 
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then be executed via an associated voice command (e.g. “complete 5”). However, there are 

potentially scenarios where there can be significant numbers of autocomplete options - how 

these completion options can be navigated via voice commands then becomes an important 

consideration. Simple navigation commands could be utilised (e.g. “select xth item”, “scroll 

list and get xth item”), although further work is required to understand the types of 

interaction challenges this may present.  

Another area where there has been a lack of work to date is around collaborative coding 

experiences. Tools such as Slack (2023), CodePen (2023) facilitates collaborative coding 

sessions (e.g. remote pair programming), although no work has explored experiences of 

developers working within mixed ability teams, where teammates may be utilising 

alternative input methods. This raises questions around the usability of such systems and 

whether they can efficiently facilitate collaborative sessions, although it also presents social 

questions around how developers feel when working collaboratively with disabled and non-

disabled colleagues. For example, if disabled developers take longer to write or navigate 

code, it is not clear how this might make them feel within shared coding scenarios. Similarly, 

it is unclear how non-disabled colleagues feel in these scenarios and how it might impact 

their behaviour and working processes. These are important and timely questions, although 

they currently remain underexplored.   

More widely, a key element of coding is referring to other sources online to help address 

technical issues and bugs (Slack, 2023; Stack Overflow, 2023). There has been significant 

work on navigating the web via voice and gaze interaction independently (Porta and Ravelli, 

2009; Kumar et al., 2017; Sinha and Dasgupta, 2021), although less work has focused on 

multimodal solutions facilitating this type of activity within a coding context. For instance, 

the ability to easily copy and paste code from a web browser and then integrate this syntax 

within an IDE may present barriers for developers with physical impairments. There may 

also be challenges with viewing educational videos demonstrating coding concepts and 

examples whilst simultaneously attempting to apply the knowledge within an IDE. 

Similarly, the ability to rapidly switch between different applications (e.g. a browser and 

IDE) and different tabs within a web browser could also integrate challenges into the code 

writing process. Further research is therefore required to understand the types of barriers 

that may exist for developers in this context, as well as potential solutions to make these 

coding scenarios more accessible and efficient.  
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The use of plugins is also a commonly used resource by developers where the wider 

community develop additional features or approaches to support development productivity. 

For instance, within the Visual Studio Code Community there are over 40000 plugins 

available that can support developers Visual Studio Code Extensions (2023). However, no 

work has examined how disabled developers with physical impairments can initially 

navigate these plugins and then install them (i.e. this process may present some accessibility 

barriers). It is also not clear whether the additional features presented by a plugin may 

present accessibility challenges for developers that can exclude them from important tools 

that their colleagues might be utilising. Further research is therefore required to understand 

the accessibility of the wider ecosystem associated with development platforms to ensure 

they are not presenting barriers for disabled developers.  

Finally, in terms of wider impact activities, many of the developers with physical 

impairments from the code navigation research studies (Chapter 5) expressed a desire for 

the navigation features developed (i.e. “Go to Definition”, “Find all References”) to be 

integrated into mainstream IDEs (e.g. Visual Studio Code and JetBrains). In particular, they 

indicated that these features could be useful for the wider development community to make 

code navigation more efficient. Similarly, it will be important to incorporate the findings 

from the other studies conducted (e.g. commands for writing, selecting, and editing code via 

voice) into commonly used development environments to widen the impact of the research 

completed. Further work is therefore required to explore the impact of integrating these 

features into mainstream IDEs and the extent to which they can support enhance code 

development for both disabled and non-disabled users.  

7.2 Conclusion 

This thesis highlights new insights and contributions into how multimodal interaction 

approaches can support people with physical impairments with writing, editing, and 

navigating code. The work presented highlights how the input methods developed can make 

coding more inclusive and accessible for disabled developers, as well as confirming that 

combinations of input modalities such as speech, gaze, and switches are a viable approach 

to support inclusive development experiences. There remain significant opportunities to 

further enhance the accessibility of development environments and platforms that can 

remove barriers and obstacles for people with physical impairments. Additional work is now 
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essential across the wider community to investigate the areas and gaps identified where there 

is still limited work and understanding. This future work is crucial to ensure that developers 

with physical impairments are not excluded from the software engineering and development 

field and that they are able to work productively within professional mixed-ability 

development teams. 
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8 APPENDICES 

Appendix A 

A.1 Pre-test Questionnaires – Multimodal Coding Environment  

       

Participant ID:                                                                        Date: 

1. Age…………… 

2. Gender: …………. 

3. Do you wear any corrective lenses (e.g. glasses or contact lens)?  

☐Yes                            ☐No         

4. Is English your first language? If not, then what is your first language? 

………………………………….. 

5. Do you have any experience of web development work? 

☐Yes                            ☐No        

If Yes, number of year: 

☐Less than a year                            ☐1-3 years             ☐4-5 years              ☐5+ 

years   

What is your experience in HTML Coding? 

  ☐Beginner                          ☐Intermediate         ☐Advanced       

What is your experience in CSS Coding? 

 ☐Beginner                          ☐Intermediate         ☐Advanced          

6. Do you use any coding IDE for development work? 

☐Yes                            ☐No         

If Yes, please specify the tool which you use?  

………………………………………………………………………………………

………… 
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7. Do you have any experience of using speech recognition to control system or 

devices?  

                  ☐Yes                            ☐No      

If Yes, which devices …………………………………………………………….. 

If yes, frequency  

☐Daily                            ☐Weekly             ☐Monthly             ☐One-off    

8. Do you have any experience of using eye tracker to control the cursor or any other 

purposes?  

                  ☐Yes                            ☐No            

If Yes, which devices …………………………………………………………….. 

If yes, frequency  

☐Daily                            ☐Weekly             ☐Monthly             ☐One-off    

9. Do you have any experience of using Emmet to write code? 

  ☐Yes                            ☐No        

If Yes, number of year: 

☐Less than a year                            ☐1-3 years             ☐4-5 years              ☐5+ 

years   
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A.2 Tasks for the exploratory Study 

 

SN Task Type Initial Code Final Code 

1 Add a new element 
HTML 

ADD 

<body> 

    

</body> 

<body> 

    <h1></h1> 

</body> 

2 
Add a new element 

with a property 

HTML 

ADD 

<body> 

    

</body> 

<body> 

  <div id="articles"></div> 

</body> 

3 
Add a new element 

with two properties 

HTML 

ADD <body> 

    

</body> 

<body> 

 <div id="article1"class="article"> 

 </div> 

</body> 

4 
Add a new element 

with children 

 

 

HTML 

ADD 
<body> 

    

</body> 

<body> 

   <ul> 

    <li>Home</li> 

    <li>About</li> 

    <li>Article</li> 

    <li>Contact</li> 

   </ul> 

</body> 

5 

Add a new element 

(with an ID) with 

children that have 

properties [adding 

properties at different 

levels] 

 

 

HTML 

ADD 

<body> 

    

</body> 

<body> 

   <ul> 

    <li class="menulink"></li> 

    <li class="menulink"></li> 

    <li class="menulink"></li> 

    <li class="menulink"></li> 

    <li class="menulink"></li> 



Chapter 8: Appendices 

 

 

 Bharat Paudyal – March 2023                                                               136 

 

   </ul> 

</body> 

6 
Manually add some 

HTML code 

 

 

HTML 

ADD 

<ul id="menu"> 

<li class="menu-item">Home</li> 

<li class="menu-item">About</li> 

<li class="menu-item">Articles</li> 

<li class="menu-item">Contact</li>      

<ul id="menu"> 

<li class="menu-item">Home</li> 

<li class="menu-item">About</li> 

<li class="menu-item">Articles</li> 

<li class="menu-item">Contact</li>       

</ul> 

7 Add free text 
HTML 

ADD 

<h1>Latest Articles</h1> 

 

<h1>Latest Articles</h1> 

<p>Please find our most recent published 

articles listed </p>   

8 Add a comment 
HTML 

ADD 

<ul id="menu"> 

  <li class="menu-item">Home</li> 

  <li class="menu-item">About</li> 

  <li class="menu-item">Articles</li> 

  <li class="menu-item">Contact</li>    

 </ul>   

 <!-- The main menu for website --> 

 <ul id="menu"> 

  <li class="menu-item">Home</li> 

  <li class="menu-item">About</li> 

  <li class="menu-item">Articles</li> 

  <li class="menu-item">Contact</li>    

 </ul>   

9 Select a line 
HTML 

SELECT 

<ul id="menu"> 

 <li class="menu-item">Home</li> 

 <li class="menu-item">About</li> 

 <li class="menu-item">Articles</li> 

<li class="menu-item">Contact</li>    

</ul>   

<ul id="menu"> 

 <li class="menu-item">Home</li> 

  <li class="menu-item">About</li> 

  <li class="menu-item">Articles</li> 

 <li class="menu-item">Contact</li>    

</ul>   
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10 Select an element 
HTML 

SELECT 

<ul id="menu"> 

  <li class="menu-item">Home</li> 

  <li class="menu-item">About</li> 

 <li class="menu-item">Articles</li> 

 <li class="menu-item">Contact</li>   

</ul>   

 

<ul id="menu"> 

 <li class="menu-item">Home</li> 

 <li class="menu-item">About</li> 

 <li class="menu-item">Articles</li> 

 <li class="menu-item">Contact</li>    

</ul>   

11 
Select first property 

of an element 

HTML 

SELECT 

<ul id="menu"> 

  <li class="menu-item">Home</li> 

  <li class="menu-item">About</li> 

 <li class="menu-item">Articles</li> 

 <li class="menu-item">Contact</li>   

</ul>   

<ul id="menu"> 

  <li class="menu-item">Home</li> 

  <li class="menu-item">About</li> 

  <li class="menu-item">Articles</li> 

 <li class="menu-item">Contact</li>    

</ul>   

12 
Select second 

property of element 

HTML 

SELECT 

<ul id="menu"> 

 <li class="menu-item">Home</li> 

 <li class="menu-item">About</li> 

 <li class="menu-item">Articles</li> 

 <li class="menu-item">Contact</li> 

</ul>   

<ul id="menu"> 

<li class="menu-item" 

id=”menulink”>Home</li> 

<li class="menu-item">About</li> 

 <li class="menu-item">Articles</li> 

 <li class="menu-item">Contact</li>    

</ul>   

13 Select block of code 
HTML 

SELECT 

<ul id="menu"> 

 <li class="menu-item">Home</li> 

 <li class="menu-item">About</li> 

 <li class="menu-item">Articles</li> 

 <li class="menu-item">Contact</li>   

</ul>   

<ul id="menu"> 

  <li class="menu-item">Home</li> 

  <li class="menu-item">About</li> 

  <li class="menu-item">Articles</li> 

 <li class="menu-item">Contact</li>  

</ul>   

14 
Select a word in free 

text 

HTML 

SELECT 

<h1>Latest Articles</h1> 

 <p>Please find our most recent published 

articles listed </p>   

  <h1>Latest Articles</h1> 

    <p>Please find our most recent published 

articles listed </p>   
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15 
Select multiple words 

from a free text 

HTML 

SELECT 

<h1>Latest Articles</h1> 

    <p>Please find our most recent published 

articles listed </p>   

<h1>Latest Articles</h1> 

    <p>Please find our most recent published 

articles listed </p>   

16 Select comment 
HTML 

SELECT 

 <!-- This is a menu --> 

<ul id="menu"> 

 <li class="menu-item">Home</li> 

 <li class="menu-item">About</li> 

 <li class="menu-item">Articles</li> 

 <li class="menu-item">Contact</li> 

    </ul> 

<!-- This is a menu --> 

 <ul id="menu"> 

  <li class="menu-item">Home</li> 

 <li class="menu-item">About</li> 

  <li class="menu-item">Articles</li> 

  <li class="menu-item">Contact</li>   

</ul>   

17 Remove a line 

HTML 

REMOV

E 

 <div class="article"></div> 

  <div class="article"></div> 

  <div class="article"></div> 

  <div class="article"></div>   

 <div class="article"></div> 

  <div class="article"></div> 

  <div class="article"></div> 

18 Remove an element 

HTML 

REMOV

E 

  <ul id="menu"> 

    <li class="menu-item">Home</li> 

   <li class="menu-item">About</li> 

   <li class="menu-item">Articles</li> 

  <li class="menu-item">Contact</li>    

 </ul>   

 <ul id="menu"> 

  <li class="menu-item">Home</li> 

  <li class="menu-item">About</li> 

  <li class="menu-item">Articles</li> 

 </ul>   

19 
Remove first property 

of an element 

HTML 

REMOV

E 

<ul id="menu"> 

  <li class="menu-item">Home</li> 

  <li class="menu-item">About</li> 

  <li class="menu-item">Articles</li> 

  <li class="menu-item">Contact</li>    

 </ul>   

<ul> 

 <li class="menu-item">Home</li> 

 <li class="menu-item">About</li> 

 <li class="menu-item">Articles</li> 

 <li class="menu-item">Contact</li>    

</ul>   

20 
Remove nth property 

of element 

HTML 

REMOV

E 

<ul id="menu"> 

 <li class="menu-item"    

id="menulink">Home</li> 

<ul id="menu"> 

  <li class="menu-item">Home</li> 

  <li class="menu-item">About</li> 
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 <li class="menu-item">About</li> 

 <li class="menu-item">Articles</li> 

 <li class="menu-item">Contact</li>   

</ul>   

  <li class="menu-item">Articles</li> 

  <li class="menu-item">Contact</li> 

</ul>    

21 
Remove block of 

code 

HTML 

REMOV

E 

<body> 

 <ul id="menu"> 

  <li class="menu-item" 

id="menulink">Home</li> 

 <li class="menu-item">About</li> 

 <li class="menu-item">Articles</li> 

<li class="menu-item">Contact</li>  

</ul> 

</body> 

<body> 

</body> 

 

22 Remove a comment 

HTML 

REMOV

E 

<ul id="menu"> 

  <!-- the main menu for website --> 

<li class="menu-item">Home</li> 

<li class="menu-item">About</li> 

<li class="menu-item">Articles</li> 

<li class="menu-item">Contact</li>    

</ul>   

<ul id="menu"> 

 <li class="menu-item">Home</li> 

<li class="menu-item">About</li> 

<li class="menu-item">Articles</li> 

<li class="menu-item">Contact</li>    

</ul>   

23 
Remove a word from 

free text 

HTML 

REMOV

E 

<h1>Latest Articles</h1> 

    <p>Please find our most recent published 

articles listed </p> 

<h1>Latest Articles</h1> 

    <p>Please find our recent published articles 

listed </p> 

24 
Remove multiple 

words from free text 

HTML 

REMOV

E 

 <h1>Latest Articles</h1> 

    <p>Please find our most recent published 

articles listed </p> 

<h1>Latest Articles</h1> 

    <p>Please find our most listed </p> 

25 Typographical Error 
HTML 

EDIT 

<div id="article" calss="article"> 

        <h1>Article Title</h1> 

        <p>Article Content</p> 

<div id="article" class="article"> 

        <h1>Article Title</h1> 

        <p>Article Content</p> 
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 </div>  </div> 

26 Unclosed pair 
HTML 

EDIT 

<body> 

    <h1>Article Title</h1> 

      <p>Article Content 

  </body> 

<body> 

    <h1>Article Title</h1> 

     <p>Article Content </p> 

  </body> 

27 

Confused similar 

construct (using 

incorrect syntax) 

HTML 

EDIT 

<title>Article Title</title> 

   <p>Article Content</p> 

 <h1>Article Title</h1> 

      <p>Article Content</p> 

28 
Mixed mode (using 

CSS syntax) 

HTML 

EDIT 

<h1 class: "red">Article Title</h1> 

    <p>Article Content</p> 

    <h1 class="red">Article Title</h1> 

    <p>Article Content</p> 

29 
Misidentified 

Construct 

HTML 

EDIT 

<input button-type="submit" 

value="submit"> 

<input type="button" value="submit"> 

 

30 
Invalid lists and list 

items 

HTML 

EDIT 

<ul > 

    <p>Item one </p> 

    <p>Item two</p> 

</ul>  

<ul > 

    <li>Item one </li> 

    <li>Item two</li> 

</ul>  

31 
Invalid comment 

syntax 

HTML 

EDIT 

<body> 

    <ul > 

        // list items  

     </ul>       

</body> 

<body> 

    <ul > 

        <!-- list items  --> 

     </ul>       

</body> 

32 HTML Foundations 
HTML 

EDIT 

<h1 class= "red">Article Title</h1> 

    <align="right">Sidebar</align> 

<h1 class= "red">Article Title</h1> 

    <div class="right">Sidebar</div> 

33 Add a new element 
CSS 

ADD 
 

.div{ 

     

} 

34 
Add a new element 

with a property 

CSS 

ADD 

.div { 

     

} 

.div { 

    color: #000; 

} 
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35 
Add a new element 

with two properties 

CSS 

ADD 

.div { 

    

} 

.div { 

    color: #000; 

    background-color: #fff; 

} 

36 
Add a new element 

with children 

CSS 

ADD 

.div{ 

 

} 

.div > span{ 

 

} 

37 

Add a new element 

(with an ID) with 

children that have 

properties 

CSS 

ADD 

.div{ 

 

} 

.div#article{ 

color: #000; 

background: #000; 

font-weight: bold; 

} 

38 
Manually add some 

CSS code 

CSS 

ADD 

.div { 

    color:#fff; 

    background:#ccc; 

    text-align: 

} 

.div { 

    color:#fff; 

    background:#ccc; 

    text-align:center; 

} 

39 Add a free text 
CSS 

ADD 

footer{ 

    color:red; 

    } 

footer[data-type='copy']{ 

    color:red; 

    } 

40 Add a comment 
CSS 

ADD 

.div { 

    color:#fff; 

    background:#ccc; 

    } 

/* This will be div */ 

.div { 

    color:#fff; 

    background:#ccc; 

    } 

41 Select a line 
CSS 

SELECT 

.div { 

    color:#fff; 

    background:#ccc; 

.div { 

    color:#fff; 

    background:#ccc; 
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    text-align:center; 

    position:absolute; 

} 

    text-align:center; 

    position:absolute; 

} 

42 Select an element 
CSS 

SELECT 

.div { 

    color:#fff; 

    background:#ccc; 

    text-align:center; 

    position:absolute; 

} 

.div { 

    color:#fff; 

    background:#ccc; 

    text-align:center; 

    position:absolute; 

} 

43 
Select first property 

of an element 

CSS 

SELECT 

.div { 

    color:#fff; 

    background:#ccc; 

    text-align:center; 

    position:absolute; 

} 

.div { 

    color:#fff; 

    background:#ccc; 

    text-align:center; 

    position:absolute; 

} 

44 
Select second 

property of element 

CSS 

SELECT 

.div { 

    color:#fff; 

    background:#ccc; 

    text-align:center; 

    position:absolute; 

    border: 2px solid red; 

} 

.div { 

    color:#fff; 

    background:#ccc; 

    text-align:center; 

    position:absolute; 

    border: 2px solid red; 

} 

45 Select block of code 
CSS 

SELECT 

.div { 

    color:#fff; 

    background:#ccc; 

    text-align:center; 

    position:absolute; 

    border: 2px solid red; 

.div { 

    color:#fff; 

    background:#ccc; 

    text-align:center; 

    position:absolute; 

    border: 2px solid red; 
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} } 

46 
Select a word in free 

text 

CSS 

SELECT 

footer[data-type='copy']{ 

    color:red; 

    } 

footer[data-type='copy']{ 

    color:red; 

    } 

47 
Select multiple words 

in free text 

CSS 

SELECT 

footer[data-type='copy']{ 

    color:red; 

    } 

footer[data-type='copy']{ 

    color:red; 

    } 

48 Select comment 
CSS 

SELECT 

   /* This will have some comment */ 

.div { 

    color:#fff; 

    background:#ccc; 

    } 

    /* This will have some comment */ 

.div { 

    color:#fff; 

    background:#ccc; 

    } 

49 Remove a line 

CSS 

REMOV

E 

   .div { 

    color:#fff; 

    background:#ccc; 

    text-align:center; 

   position:absolute; 

} 

.div { 

    color:#fff; 

    text-align:center; 

   position:absolute; 

} 

50 Remove an element 

CSS 

REMOV

E 

.div { 

    color:#fff; 

    background:#ccc; 

    text-align:center; 

   position:absolute; 

} 

.div2 { 

    margin:2px; 

} 

.div { 

    color:#fff; 

    background:#ccc; 

    text-align:center; 

   position:absolute; 

} 
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51 
Remove first element 

of an element 

CSS 

REMOV

E 

.div { 

    color:#fff; 

    background:#ccc; 

    text-align:center; 

    position:absolute; 

    padding: 2px 4px 5px 3px; 

} 

.div { 

    color:#fff; 

    background:#ccc; 

    text-align:center; 

    position:absolute; 

    padding: 4px 5px 3px; 

} 

52 
Remove nth property 

from element 

CSS 

REMOV

E 

.div { 

    color:#fff; 

    background:#ccc; 

    text-align:center; 

    position:absolute; 

    padding: 2px 4px 5px 3px; 

} 

.div { 

    color:#fff; 

    background:#ccc; 

    text-align:center; 

    position:absolute; 

    padding: 2px 4px 3px; 

} 

53 
Remove a block of 

code 

CSS 

REMOV

E 

.div { 

    color:#fff; 

    background:#ccc; 

    text-align:center; 

    position:absolute; 

    padding: 2px 4px 5px 3px; 

} 

.div { 

    color:#fff; 

} 

54 
Remove a word from 

free text 

CSS 

REMOV

E 

footer[data-type='copy']{ 

    color:red; 

    } 

footer[data-type=]{ 

    color:red; 

    } 

55 
Remove multiple 

words from free text 

CSS 

REMOV

E 

footer[data-type='copy']{ 

    color:red; 

    } 

footer{ 

    color:red; 

    } 
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56 Remove a comment 

CSS 

REMOV

E 

   /* This will have some comment */ 

.div { 

    color:#fff; 

    background:#ccc; 

    } 

.div { 

    color:#fff; 

    background:#ccc; 

    } 

57 
Misidentified 

Construct 

CSS 

EDIT 

.div{ 

    font-color:#fff; 

    background:#000; 

} 

.div{ 

    color:#fff; 

    background:#000; 

} 

58 Unclosed pair 
CSS 

EDIT 

.div{ 

    font-color:#fff; 

    padding:20; 

    background:#000; 

} 

.div{ 

    font-color:#fff; 

    padding:20px; 

    background:#000; 

} 

59 CSS Selector 
CSS 

EDIT 

.div  >  #article { 

    color:#000; 

    background:#fff; 

    font-weight:bold; 

} 

.div#article { 

    color:#000; 

    background:#fff; 

    font-weight:bold; 

} 

60 
CSS Foundation 

Error 

CSS 

EDIT 
.div: color: #fff; 

.div { 

    color: #fff; 

} 

61 Typographic Error 
CSS 

EDIT 

.div{ 

    font-color:#fff; 

    padding:20; 

    bckagruond:#000; 

} 

.div{ 

    font-color:#fff; 

    padding:20; 

    background:#000; 

} 

62 Comment Syntax 
CSS 

EDIT 
//image /* image */ 
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.div{ 

    font-color:#fff; 

    background:#000; 

} 

.div{ 

    font-color:#fff; 

    background:#000; 

} 

63 Unclosed Element X 
CSS 

EDIT 

.div { 

    color:#000; 

    background:#fff; 

    font-weight:bold; 

.div { 

    color: #fff; 

} 

 

.div { 

    color:#000; 

    background:#fff; 

    font-weight:bold; 

} 

.div { 

    color: #fff; 

} 

64 Invalid Construct 
CSS 

EDIT 

.div{ 

    font-color=#fff; 

    padding=20; 

    background=#000; 

} 

.div{ 

    font-color:#fff; 

    padding:20; 

    background:#000; 

} 
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A.3 Post-test Questionnaire        

Participant ID:                                                    Date:  

 

1. What was your overall experience of using eye gaze and speech recognition in 

development tasks? 

………………………………………………………………………………………

………………………………………………………………………………………

…………………………………………………………………………….. 

2. How did you find writing code via gaze? 

………………………………………………………………………………………

………………………………………………………………………………………

……………………………………………………………………………… 

3. How did you find speech for controlling the system?  

………………………………………………………………………………………

………………………………………………………………………………………

……………………………………………………………………………… 

4. How did you find the use of Emmet via eye gaze as an approach in coding?? 

………………………………………………………………………………………

………………………………………………………………………………………

……………………………………………………………………………… 

5. Do you have suggestions or feedback for the improvement of the tool? 

………………………………………………………………………………………

………………………………………………………………………………………

……………………………………………………………………………… 
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A.4 Pre-test Questionnaire – Formal Study 

Participant ID:                                                    Date:  

1. Age……………………………………………………………………………… 

2. Gender: …………. 

3. Do you wear any corrective lenses (e.g. glasses or contact lens)?  

……………………….. 

4. Is English your first language? If not, then what is your first language? 

………………………………….. 

5. Please specify the form of disability you have?  Please provide detail about your 

impairments 

…………………………………………………………………………………… 

………………………………………………………………………………………

………………………………………………………………………………… 

6. Do you have any experience of web development work? 

☐Yes                            ☐No        

If Yes, number of years: 

☐Less than a year                            ☐1-3 years             ☐4-5 years              ☐5+ 

years   

7. Do you have any experience of using speech recognition to control systems or 

devices?  

                  ☐Yes                            ☐No      

If Yes, which devices (e.g. Amazon echo, Siri) 

…………………………………………………………….. 

Frequency  

☐Daily                            ☐Weekly             ☐Monthly             ☐One-off    

8. Do you have any experience of using eye tracking technologies to control systems 

or devices?  

                  ☐Yes                            ☐No      

If Yes, please give details 

…………………….……………………………………………………………… 
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A.5 Post-test Questionnaire – Formal Study     

   

Participant ID:                                                    Date:  

 

1. What was your overall experience of using a combination of eye gaze and speech 

recognition in development tasks? 

………………………………………………………………………………………

………………………………………………………………………………. 

2. How did you find eye gaze tracker for writing code? 

………………………………………………………………………………………

………………………………………………………………………………… 

3. What is your experience of using Voice?  

………………………………………………………………………………………

………………………………………………………………………………… 

4. How do you compare your current approach of programming in compare to this 

prototype? 

………………………………………………………………………………………

………………………………………………………………………………… 

5. Do you think this approach of coding can be viable for future coding?? 

………………………………………………………………………………………

………………………………………………………………………………… 

6. Do you have any suggestions for the improvement of this system? 

………………………………………………………………………………………

………………………………………………………………………………………

……………………………………………………………………………… 
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Appendix B  

B.1 Pre-test Questionnaires – Multimodal Voice 

 

Participant ID:                                                                        Date: 

 

1. Age…………… 

2. Gender: …………. 

3. Is English your first language? If not, then what is your first language? 

………………………………….. 

4. Please specify the years of coding experience ? (in numbers)  

…………… 

5. Please specify the coding IDE you are using for your development work? 

…………………………………………………………………………. 

6. Please specify any assistive technologies (e.g. speech recognition, eye gaze 

tracking, etc. ) you use for development work? 

…………………………………………………………………………. 

7. Please specify the audio device you will be using (e.g. microphone, inbuilt-audio, 

etc )? 

…………………………………………………………………………. 
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B.2 Tasks for exploratory study 

 

SN Task Type Initial Code Final Code 

1 Create a class  ADD 
 class car {    

} 

2 Create a function  ADD 
 check(brand, price){ 

 

} 

3 Create a variable  ADD 
 var userprice = 

document.getElementById(“price”).v

alue 

4 Create a condition ADD 
 If(userprice >=this.price) { 

} 

5 Create a print script ADD 
 console.log(“out of my range”); 

6 Create a for loop ADD 
 for(var i=0; i<10; i++){ 

} 

7 Select the word 

‘brand’ 

SELECT 
const brand=this.brand;  const brand = this.brand; 

8 Select “this.height “ SELECT 
var this.height = price var this.height = price 

9 Select a single line SELECT 
class abc { 

  constructor(height){ 

    this.height=height; 

    } 

} 

class abc { 

  constructor(height){ 

    this.height=height; 

    } 

} 

10 Select multiple lines SELECT 
class abc { 

  constructor(height){ 

    this.height=height; 

class abc { 

  constructor(height){ 

    this.height=height; 
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    } 

} 

    } 

} 

11 Select a single word SELECT 
throw "the intent is not defined"; throw "the intent is not defined"; 

12 Select multipke 

words 

SELECT 
class abc { 

   constructor(height){ 

    } 

} 

class abc { 

    constructor(height){ 

    } 

} 

13 Incorrect constraint EDIT 
var elements = 

document.getElementById(“#stores

”); 

var elements = 

document.getElementById(“stores”); 

14 Missing syntax EDIT 
var variable2 = 'world! <br><br> var variable2 = 'world! <br><br>’; 

15 Misisng Identifier EDIT 
final_text = variable1+variable2; var final_text = variable1+variable2; 

16 Typographical error EDIT 
var elements = 

documents.getElementById('stores')

; 

if(elemnets > 2){ 

    return final; 

} 

var elements = 

documents.getElementById('stores'); 

if(elements > 2){ 

    return final; 

} 

17 Incorrect syntax EDIT 
if(elements >2) 

{ 

    return final; 

} 

if(elements >2) 

{ 

    return final_text; 

} 

18 Missing identifier EDIT 
class area { 

 function getMethod(variable){ 

      var elements = "hello"+variable; 

    } 

} 

getMethod() 

class area { 

    function getMethod(variable){ 

      var elements = "hello"+variable; 

    } 

} 

getMethod(“world”) 
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19 Delete comma  DELETE 
const brand=this.brand;,  const brand = this.brand; 

20 Delete the word ‘the 

.’ 

DELETE 
var this.height = price  

Var height = price 

21 Delete 3rd line DELETE 
class abc { 

  constructor(height){ 

    this.height=height; 

    } 

} 

class abc { 

  constructor(height){ 

    } 

} 

22 Delete line 2, 3 and 

4 

DELETE 
class abc { 

 constructor(height){ 

    this.height=height; 

    } 

} 

class abc { 

} 

23 Delete Multiple 

words 

DELETE 
throw "the intent is not defined"; throw "the intent"; 

24 Delete the comment DELETE 
// the code goes here 

var elements = 

documents.getElementById('price'); 

var elements = 

documents.getElementById('price'); 
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B.3 Post-test Questionnaire 

1. How did you find the process of writing, editing, selecting and deleting the code 

using Natural Language Speech? 

………………………………………………………………………………………

………………………………………………………………………………………

…………………………………………………………………………….. 

2. How did you find the process of writing, editing, selecting and deleting the code 

using Fixed Commands? 

………………………………………………………………………………………

………………………………………………………………………………………

……………………………………………………………………………… 

3. Did you have any preference between the two versions? If so, please explain why? 

………………………………………………………………………………………

………………………………………………………………………………………

……………………………………………………………………………… 

4. Do you have any suggestions for Improving the Natural Language Approach? 

………………………………………………………………………………………

………………………………………………………………………………………

……………………………………………………………………………… 

5. Do you have any suggestions for Improving the Natural Language Approach? 

 

………………………………………………………………………………………

………………………………………………………………………………………

……………………………………………………………………………… 
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B.4 Pre-test questionnaire for Formal study 

 

Participant ID:                                                    Date:  

1. Age…………………………………………………………………………………

……………………… 

2. Gender: …………. 

3. Is English your first language? If not, then what is your first language? 

………………………………….. 

4. Please specify the form of disability you have?  Please provide detail about your 

impairments 

…………………………………………………………………………………… 

………………………………………………………………………………………

………………………………………………………………………………… 

5. What Assistive tools do you use ? 

………………………………………………………………………………………

………………………………………………………………………………………

…. 

6. How do your rate your JavaScript skill? 

☐Novice                           ☐Intermediate       ☐Expert 

7.  What Programming language/ tools do you use ? 

………………………………………………………………………………………

…………………………………………………………………………… 

8.   Please specify the audio device you will be using (e.g. microphone, inbuilt-audio, 

etc )? 
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B.5 Tasks for Formal Study 

First Session 

 

SN Task Type Initial Code Final Code 

1 Create a class  Add 
 class car {    

} 

2 Create a function  Add 
 check(){ 

 

} 

3 Create a variable and 

assign value 

Add 
 var height=5; 

4 Move the cursor to 9 

position right 

Navigat

e 
var this height = price; var this█height = price; 

5 Delete single line Delete 
  constructor(height){ 

    this.height=height; 

    } 

  constructor(height){ 

    } 

6 Delete multiple words Delete 
throw "the intent is not defined "; throw "the intent is"; 

7 Select a word  Select 
const height=25;  const height = 25; 

8 Select single line select 
  constructor(height){ 

    this.height=height; 

    } 

  constructor(height){ 

    this.height=height; 

} 

9 Missing syntax Edit 
var variable2 = 'world! <br><br> var variable2 = 'world! <br><br>’; 

10 Misisng Identifier Edit 
final_text = variable1+variable2; var final_text = variable1+variable2; 
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Second Session 

11 Incorrect construct Edit 
var elements = 

documents.getElementById('stores')

; 

if(elemnets > 2){ 

    return final; 

} 

var elements = 

documents.getElementById('stores'); 

if(elements > 2){ 

    return final; 

} 

12 Incorrect Edit 
if(elements >2) 

{ 

    return final; 

} 

if(elements >2) 

{ 

    return final_text; 

} 

SN Task Type Initial Code Final Code 

1 Create a function with 

parameters  

ADD 
   checkarea (height, width){ 

 

} 

2 If condition  ADD 
 If(userprice >=this.price) { 

} 

3 Loop  ADD 
 for(var i=0; i<10; i++){ 

} 

4 Delete multiple lines DELETE 
constructor(height, width){ 

    this.height=height; 

   this.width=width; 

    } 

constructor(){ 

    } 

5 Delete multiple words DELETE 
const height=this height this height; 

6 Select multiple words SELECT 
throw "the intent is not 

defined "; 

throw "the intent is not defined"; 
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7 Select multiple lines  SELECT 
constructor(height, width){ 

    this.height=height; 

   this.width=width; 

    } 

constructor(height, width){ 

    this.height=height; 

   this.width=width; 

    } 

8 Incorrect syntax EDIT 
var elements = 

documents.getElementById('st

ores'); 

if(eelmenst > 2){ 

    return final; 

} 

var elements = 

documents.getElementById('stores'); 

if(elements > 2){ 

    return final; 

} 

9 Missing syntax EDIT 
class area { 

 function 

getMethod(variable){ 

      var elements = 

"hello"+variable; 

    } 

} 

getMethod(false) 

class area { 

    function getMethod(variable){ 

      var elements = "hello"+variable; 

    } 

} 

getMethod(“world”) 

10 Copy code and paste SELECT 
class car { 

this.price=price; 

constructor(brand, price){ 

this.brand=brand;     

} 

} 

class car { 

constructor(brand, price){ 

this.brand=brand;     

this.price=price; 

} 

} 
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Third Session  

class area { 

    constructor(height, width){ 

        this.width=width; 

        this.height=height; 

    } 

    checkarea(){ 

        let initialheight = document.getElementById("height").value; 

        let initialwidth = document.getElementById("width").value; 

        let previousarea = initialheight*initialwidth; 

        let currentarea = this.height*this.width; 

        if(previousarea >=currentarea){ 

            console.log("The area is greater") 

        } 

        else{ 

            console.log("The area is smaller") 

        } 

    } 

} 
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B.5 Post -test Questionnaire 

1. How did you find the process of writing new syntax? 

………………………………………………………………………………………

………………………………………………………………………………………

…………………………………………………………………………….. 

2. How did you find the process of editing existing code? 

………………………………………………………………………………………

………………………………………………………………………………………

……………………………………………………………………………… 

3. How did you find the process of deleting and selecting code? 

………………………………………………………………………………………

………………………………………………………………………………………

……………………………………………………………………………… 

4. How might the use of voice influence your future coding practice? 

………………………………………………………………………………………

………………………………………………………………………………………

……………………………………………………………………………… 

5. Do you have any suggestions for Improving the prototype? 

………………………………………………………………………………………

………………………………………………………………………………………

……………………………………………………………………………… 
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Appendix C 

 

C.1 Pre-test questionnaire for Exploratory Study  

Participant ID:                                                    Date:  

1. Age………………………………………………………………………………… 

2. Gender: …………. 

3. How do your rate your Coding experience? 

☐Novice                           ☐Intermediate       ☐Expert 

4. Please specify the form of disability you have?  Please provide detail about your 

impairments 

…………………………………………………………………………………… 

………………………………………………………………………………………

………………………………………………………………………………… 

5. What Assistive tools do you use ? 

……………………………………………………………………………………… 

6. What coding IDE do you use? 

…………………………………………………………………………………… 

7. What coding Language do you use? 

……………………………………………………………………………………… 
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C.2 Semi-Structured Questionnaire  

 

Participant ID:                                                    Date:  

1. Do you use any code navigation features when coding - if so, please elaborate on 

how you typically use them (e.g. in terms of selection via any assistive tools you 

use)  

………………………………………………………………………………………

………………………………………………………………………………… 

2. Which kind of issues do you experience when performing code navigation using the 

assistive tools? 

………………………………………………………………………………………

……………………………………………………………………………………… 

3. How do you overcome those issues? 

………………………………………………………………………………………

……………………………………………………………………………………… 

4. Do you have any suggestions for making code navigation more accessible using your 

assistive tools?   
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C.3 Pre-test Questionnaire 

 

Participant ID:                                                    Date:  

1. Age………………………………………………………………………………… 

2. Gender: …………. 

3. Is English your first language? If not, please specify your native? 

………………………………….. 

4. Please specify the years of coding experience (in number) 

………………………………………………………………………………….. 

5. Please specify your Programming experience? 

☐Novice                        

☐Intermediate        

☐Expert 

6.  Please specify platforms/languages you commonly used for programming? 

………………………………………………………………………………………

……………………………………………………………………………….. 

7. Please specify the form of disability you have?  Please provide detail about your 

impairments 

…………………………………………………………………………………… 

8.  Please specify the coding IDE you are using for your development work? 

……………………………………………………………………………………… 

9. Please specify any assistive technologies (e.g. speech recognition, eye gazing 

tracking) you use for development work? 

……………………………………………………………………………………… 

10. Please specify the audio device you will be using (e.g. microphone, inbuilt-audio, 

etc )? 

……………………………………………………………………………………. 
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C.4 Tasks for First Study 

 

Short Tasks  

1. Search for the word editor and move forward to 4th instance 

2. Place the cursor after “var” on the same line of code 

3. Find all references of the variable cmEditor and select the 7th instance from the 

reference list 

4. Move the cursor 6 lines down 

5. Navigate to the definition of the function applyCode 

6. Move the cursor to 7 lines up 

7. Move the cursor to the end of the line 

8. Find the variable console and move forward to 4th instance 

9. Place the cursor before “output” on the same line of code 

10. Find the reference of variable output and select the 6th instance from reference list 

11. Navigate to the definition of the variable output 

12. Navigate to line 41 

Medium Tasks 

1. Search for the word “recognition” and move forward to the 6th position 

2. Move the cursor 8 lines down 

3. Place the cursor after “re” on the same line of code 

4. Find all reference of the function record and select the 4th instance from the 

reference 

5. Move the cursor 3 lines up 

6. Find all references of the variable interval and select the 8th instance from the 

reference list 

7. Navigate to the line 160 

8. Navigate to the definition of the variable linter 

9. Search for the variable recording and move forward to the 6th instance 

10. Navigate to 1 line up 

11. Navigate to definition of the variable final_script 

12. Navigate to the end of line 
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Long Task 

1. Navigate to line 102 

2. Place the cursor after “a” on the same line of code 

3. Find all references of the function startRecognising and select the 5th instance 

from the reference list 

4. Move the cursor 66 lines down 

5. Navigate to the definition of the array punctLists 

6. Search for the variable taskshuffle and move forward to the 9th item  

7. Move the cursor to 14 lines up 

8. Find all references of the function stopRecognising and select the 1st instance 

from the reference list 

9. Move the cursor to 5 lines up 

10. Navigate to the definition of the function insertintotext 

11. Search for the variable firstword and select the 11th instance 

12. Navigate to the end of line 
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C.5 Post-test Questionnaire 

 

 

1. How did you find the process of code navigation using speech? 

………………………………………………………………………………………

………………………………………………………………………………………

…………………………………………………………………………….. 

2. How did you find code navigation features such as ‘find all references’ and ‘go to 

definition’ using speech ? 

………………………………………………………………………………………

………………………………………………………………………………………

……………………………………………………………………………… 

3. How might the use of voice might influence your future coding practice ?  

………………………………………………………………………………………

………………………………………………………………………………………

……………………………………………………………………………… 

4. Do you have suggestions for improving the prototype? 

………………………………………………………………………………………

………………………………………………………………………………………

……………………………………………………………………………… 
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