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Abstract—Massive connectivity for extra large-scale multi-
input multi-output (XL-MIMO) systems is a challenging issue
due to the near-field access channels and the prohibitive cost.
In this paper, we propose an uplink grant-free massive access
scheme for XL-MIMO systems, in which a mixed-analog-to-
digital converters (ADC) architecture is adopted to strike the
right balance between access performance and power consump-
tion. By exploiting the spatial-domain structured sparsity and
the piecewise angular-domain cluster sparsity of massive access
channels, a compressive sensing (CS)-based two-stage orthogonal
approximate message passing algorithm is proposed to efficiently
solve the joint activity detection and channel estimation problem.
Particularly, high-precision quantized measurements are lever-
aged to perform accurate hyper-parameter estimation, thereby
facilitating the activity detection. Moreover, we adopt a subarray-
wise estimation strategy to overcome the severe angular-domain
energy dispersion problem which is caused by the near-field
effect in XL-MIMO channels. Simulation results verify the
superiority of our proposed algorithm over state-of-the-art CS
algorithms for massive access based on XL-MIMO with mixed-
ADC architectures.

Index Terms—Compressive sensing, massive access, mixed-
ADC, orthogonal approximate message passing, XL-MIMO sys-
tem.

I. INTRODUCTION

Massive machine-type communication (mMTC) has long

been identified as a major enabler of the Internet-of-

Everything that will seamlessly connect a vast number of

devices in future wireless networks [1]–[3]. To achieve the low

latency, high efficiency, and reliability required for mMTC,

uplink grant-free massive access schemes leveraging non-

orthogonal radio resources have been widely investigated in

recent years [3]–[8]. Due to the inherent sporadic traffic of

mMTC, compressive sensing (CS)-based solutions have been

proposed for joint activity detection and channel estimation

(JADCE) yielding good performance [4]–[7]. In [5], an ap-

proximate message passing (AMP)-based detection algorithm

was proposed to solve the JADCE problem by leveraging

the virtual angular domain sparsity of massive multi-input
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multi-output (MIMO) channels. Furthermore, the authors of

[6] explored cooperation-based massive access for cell-free

massive MIMO systems to avoid inter-cell interference. In the

context of millimeter-wave/terahertz massive MIMO systems,

the authors of [7] proposed two multi-rank aware JADCE

algorithms to exploit the simultaneously sparse and low-rank

structure of the delay-angular domain channels.

However, it is believed that massive MIMO-based 5G

networks will gradually reach their limits. To accommodate

denser connections with higher data rates in 6G networks,

deploying extra large-scale MIMO (XL-MIMO) at the base

station (BS) with extremely large array aperture has recently

been proposed as a promising 6G candidate technology [9],

[10]. Compared with massive MIMO, the emerging XL-

MIMO substantially increases the near-field region, causing

the access devices to fall into the near-field electromagnetic

propagation environment. In this case, the near-field chan-

nels should be carefully modeled using spherical wavefronts,

rather than the conventional far-field plane-wave assumption,

requiring dedicated signal processing methods. To this end,

near-field channel estimation has been investigated for XL-

MIMO systems in [9]–[11] by considering grant-based mul-

tiple access while supporting a relatively small number of

users. State-of-the-art JADCE solutions for massive access

are based on the far-field plane-wave assumption, and their

performance will degrade in near-field MIMO channels. Ad-

ditionally, it is unrealistic to deploy high-resolution analog-

to-digital converters (ADC) across all the antennas of XL-

MIMO systems. To reduce cost and power consumption,

MIMO receivers with low-resolution ADCs have been pro-

posed in [12], [13]. However, the quantization noise caused

by low-resolution ADCs significantly reduces the accuracy

of the received signals, limiting detection performance. To

improve performance, mixed-ADC architectures utilizing a

large number of low-resolution ADCs with a small number

of high-resolution ADCs were investigated in [14], [15], and

the optimal ADC bit allocation for massive MIMO systems

was analyzed in [16].

In this paper, we design a CS-based grant-free random

access scheme for massive connectivity based on XL-MIMO

employing the mixed-ADC architecture, where a two-stage or-

thogonal approximate message passing (TS-OAMP) algorithm

is proposed to solve the JADCE problem. Specifically, the

common support structure of the spatial-domain channel and

the cluster sparsity of the piecewise angular-domain channel

are exploited to enhance the performance of activity detec-

tion and channel estimation, respectively. Moreover, a small

number of high-resolution ADCs can ensure accurate hyper-

parameter estimation by using the expectation-maximization

(EM) algorithm, and the adopted subarray-wise estimation is
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capable of mitigating the angular-domain energy dispersion

of near-field MIMO channels. Simulation results demonstrate

that the proposed algorithm outperforms the state-of-the-art

JADCE schemes for massive access in XL-MIMO systems.

Notations: Column vectors and matrices are denoted by

boldface lower and upper-case symbols, respectively; (·)T,

(·)H and (·)−1 denote the transpose, conjugate transpose,

and inverse of a matrix, respectively; ‖ · ‖p is the ℓp norm

of the argument; A:,n denotes the n-th column vector of

matrix A; ℜ{·} and ℑ{·} denote the real and imaginary

parts of the argument, respectively; diag(a) and diag(A)
denote a diagonal matrix with a as the main diagonal and the

diagonal vector of matrix A, respectively; Bdiag(·) denotes a

block diagonal matrix created from input matrices; CN (µ,Σ)
denotes the complex Gaussian distribution with mean vector

µ and covariance matrix Σ; Φ(·) and φ(·) are the cumulative

distribution function and probability distribution function of

a standard Gaussian random variable, respectively; sign(·)
and δ(·) denote the signum function and the Dirac function,

respectively; | · |c denotes the the cardinality of a set.

II. SYSTEM MODEL

We consider uplink grant-free massive Internet-of-Things

(IoT) access based on XL-MIMO systems. The BS deploys an

extra large-scale uniform linear array (ULA) comprising Nr
antenna elements, where the distance between two adjacent

antenna elements is half a wavelength. There are K single-

antenna IoT devices in the coverage area of the BS. Due to

the inherent sporadic traffic in mMTC, though K can be very

large, the number of simultaneously active devices Ka can be

small (Ka ≪ K). During the training phase, the k-th active

device transmits the unique pilot sequence sk∈ CM to the BS,

and the received signal Y∈ CM×Nr can be expressed as

Y =
K∑

k=1

αk
√
Pkskh

T
k +W = SH+W, (1)

where αk is the binary activity indicator that equals one when

the k-th device is active and zero otherwise, hk∈ CNr is

the channel vector between the k-th device and the extra

large array at the BS, Pk is the k-th device’s transmit power,

W is the additive white Gaussian noise, each column of

which follows CN
(
0, σ2IM

)
, S = [s1, . . . , sK ]∈ CM×K ,

and H =
[
α1

√
P1h1, . . . , αK

√
PKhK

]T ∈ CK×Nr . The pi-

lot matrix S is generated by randomly selecting M rows from

a K-dimensional discrete Fourier transform (DFT) matrix and

satisfies SSH = IM .

The extra-large array aperture of the BS effectively in-

creases the Rayleigh distance, which determines the boundary

between the far and near fields. For instance, assuming Nr =
512 and a carrier wavelength of λ = 0.05 m, the theoretical

Rayleigh distance is around 6.5 km [10]. Thus, the near-

field region is large and will cover most IoT devices around

the BS. This illustrates that XL-MIMO systems significantly

increase the extent of the near-field region. Thus, in typical

XL-MIMO systems, most IoT devices are located within the

near-field coverage, and the channels should be modeled based

on spherical wavefronts instead of the conventional planar

wavefronts. In this case, the narrowband channel between

Fig. 1. Comparison between the near-field and far-field angular-domain
channels, where θ represents the AoA, the distance of the LoS component in
the near-field and far-field environments is 48 m and 1000 m, respectively,
Nr = 512, and Lp = 3.

the n-th antenna and the k-th device can be expressed as

hk,n = βk,nh̃k,n, where βk,n and h̃k,n are the large-scale

fading and the small-scale fading coefficients, respectively.

Moreover, h̃k,n can be modeled as

h̃k,n =

√
κk

κk + 1
ej

2π
λ d

LoS
k,n +

√
1

κk + 1

Lp∑

l=1

ej
2π
λ d

NLoS
k,n,l , (2)

where κk is the Rician factor for the k-th device, λ is the

wavelength, dLoSk,n and dNLoS
k,n,l are the distances of the line

of sight (LoS) component and the l-th non-LoS (NLoS)

component between the n-th antenna and the k-th device,

respectively, and Lp is the number of NLoS components.

Note that conventional far-field channels can be modeled

based on the 3GPP spatial channel model (SCM) [18], which

assumes that for each multipath component, all receive anten-

nas at the BS share the same angle-of-arrival (AoA). However,

in XL-MIMO systems, this assumption may not hold, since

the distance between the receive antennas and the devices

can vary dramatically for different receive antennas. This

near-field effect in XL-MIMO channels destroys the Fourier

transform relationship between the spatial-domain channel and

the angular-domain channel that exists for far-field propa-

gation, leading to significant energy dispersion, as shown

in Fig. 1. Correspondingly, the traditional far-field massive

MIMO channel estimation methods exploiting angular-domain

sparsity are not applicable in near-field XL-MIMO systems.

As a consequence, it is necessary to develop dedicated massive

access approaches for near-field XL-MIMO systems.

III. PROPOSED CS-BASED JADCE ALGORITHM

During one frame, the active devices send their pilot se-

quence to the BS in the training phase. Once the identity

information and the channel state information of the active

devices are obtained, the BS can recover the data transmitted

by these active devices through existing techniques [19].

Consequently, we focus on how to efficiently solve the JADCE

problem.

In view of the high cost of configuring high-resolution

ADCs for all antennas, we consider a mixed-ADC architec-

ture. Before the quantization, a variable gain amplifier (VGA)

with automatic gain control (AGC) is applied to scale the

analog signal to the appropriate range. Then, the quantized

received signal Ỹ can be expressed as

Ỹ:,n = g (Y:,n) =

{
Y:,n, n ∈ H
QB (Y:,n) , n ∈ L

, ∀n, (3)

where QB(·) is the complex B-bit quantizer, H and L are the

index sets of the RF chains employing high-resolution and
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Fig. 2. Block diagram of the proposed TS-OAMP algorithm.

low-resolution ADCs, respectively. In practice, the quantizer

is applied to the received signals element-wise, with the real

and imaginary parts quantized separately. For simplicity, here

we consider uniform quantization. Define a set of thresholds

r0 < r1 < r2 < · · · < r2B , where r0 = −∞, r2B = ∞, rb =
−1 + 21−Bb, b = 1, 2, · · · , 2B − 1. For any input element

Y ∈ (rb−1, rb], Ỹ = −1 + 2−B(2b − 1) is the output after

quantization.

To leverage the sparsity of the angular-domain channel, the

quantized signals Ỹ need to be multiplied by the dictionary

matrix. However, directly processing Ỹ using the conventional

JADCE approaches [5]–[7] would not harness the gains of

high-resolution quantized measurements, since the proportion

of high-precision quantized measurements is small. On the

other hand, it has been demonstrated that the common sparsity

of the spatial-domain channel on different antennas can be ex-

ploited to enhance activity detection performance [5]. Inspired

by these considerations, we propose a TS-OAMP algorithm to

solve the JADCE problem with the generalized linear model

(GLM) in (3). As shown in Fig. 2, the proposed algorithm

can be divided into two stages as follows:

• Stage 1: This stage identifies the active devices based

on the problem formulation of the spatial-domain channel

with common support sparsity. Moreover, the noise variance

is estimated through the EM algorithm using high-resolution

quantized signals.

• Stage 2: By leveraging the intermediate results in Stage

1, this stage aims to estimate the piecewise angular-domain

channel with cluster sparsity. To avoid the significant energy

spread caused by the near-field effect, we decompose the

whole array into several subarrays, and each subarray is indi-

vidually processed based on a conventional far-field analysis.

1) Stage 1: A similar problem for the GLM caused by the

limited quantization has been solved in [6], [13], [15]. Inspired

by these works, we define two modules: a non-linear module

and a standard linear model (SLM) module. For simplicity,

we first define Z = SH, so that the quantized received signal

is given by Ỹ = g (Z+W).
The non-linear module performs de-quantization based on

the minimum mean square error (MMSE) estimator and out-

puts the extrinsic messages as the input to the SLM module.

Since the quantization function is non-linear, the element-wise

MMSE estimator is employed to obtain the posterior mean

Ẑ and variance ν, reducing the strong quantization noise.

After that, by denoting the extrinsic message of the non-linear

module as Zext and νext, the equivalent SLM problem can be

written as
Zext = SH+Wext, (4)

where the n-th column of the equivalent noise Wext is

characterized by CN (0, νext,nIM ). Note that H is the spatial-

domain channel and exhibits the common sparsity structure,

namely

supp{hn} = supp{hn′}, ∀n, n′ ∈ H, n 6= n′, (5)

where hn = H:,n and supp{·} denotes the set of non-zero

elements of a vector.

To solve the typical multiple measurement vector (MMV)

CS problem in (4), we adopt the OAMP-MMV algorithm

in [8]. Generally, the OAMP algorithm proposed in [20] is

more robust than the traditional AMP algorithm and has

fewer requirements on the sensing matrix. Specifically, the

OAMP algorithm consists of a de-correlated linear estimator

and a divergence-free estimator, and the final output is the

MMSE estimate when the algorithm converges. Furthermore,

the OAMP-MMV algorithm was developed in [8] to solve the

MMV CS problem with a common sparsity structure. Based

on this Bayesian framework, we assume that the a priori

distribution of hk,n is

p (hk,n) = (1− λk,n) δ (hk,n) + λk,nCN (0, ψn), (6)

where the a priori sparsity ratio λk,n denotes the non-zero

probability of hk,n. Then, the posterior mean and variance

are obtained with the MMSE estimator of the OAMP-MMV

algorithm1. Subsequently, the SLM module passes extrinsic

messages to the input of the non-linear module.

The steps of Stage 1 are summarized in lines 1-24 of

Algorithm 1, where T1 is the maximum number of iterations

for this stage. The non-linear module comprises lines 4-11 for

de-quantization, where Ẑ and ν are calculated in lines 4-10

with some abuse of notation, since they are applied to the

real and imaginary parts, respectively. The extrinsic message

is given in line 11, where high-resolution and low-resolution

quantized signals are handled differently. This is intuitive

because the signals with high-resolution quantization are

accurate. Lines 12-22 describe the OAMP-MMV algorithm,

which constitutes the SLM module. The posterior sparsity

ratio πk,n is given in line 15, which represents the posterior

non-zero probability of hk,n. Lines 19-21 are the EM steps

to update the unknown parameters. In line 20, the common

sparsity structure is exploited to update the sparsity ratio λk,n
by averaging, and M is defined as

M =

{
{1, 2, ..., Nr} , (σ2)t−1 ≥ (σ2)Th,

H, otherwise,
(7)

where the threshold (σ2)Th = 1
|H|c

∑
n∈H

‖Ỹ:,n‖
2
2

(SNRTh+1)M to distin-

guish low signal-to-noise ratio (SNR) levels and high SNR

levels is obtained according to a coarse estimate of the noise

variance in Eq. (35) of [5], and SNRTh is set to 10 based on

our computer experiments. In (7), a small number of high-

resolution signals are insufficient to perform accurate activity

detection at low SNR levels. Thus, low-resolution signals are

exploited to enhance the common sparsity structure. However,

they should be removed from activity detection when the SNR

is high, avoiding the interference caused by quantization noise.

Moreover, the channel variance ψn and noise variance σ2 are

updated as lines 19 and 21, respectively, where we also use

the high-resolution signals to update the noise variance. On

the contrary, previous works either assume that the noise

1Due to space constraints, we omit the details of the derivation of
the OAMP-MMV algorithm and refer interested readers to [8] for more
information.
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Algorithm 1 Proposed TS-OAMP Algorithm

Input: Ỹ, S, and Dsub.

Output: X̂ and α̂.

1: %Stage 1:

2: Initialize ũ0
n = 0,u0

n = 0, and ṽ0n = 1. (σ2)0, ψ0
n, and

λ0k,n are initialized as Eqs. (35)-(37) of [5];

3: for t = 1 to T1 do

4: ẙm,n = ℜ{ỹm,n} ∈ (rb−1, rb], ů
t−1
m,n = ℜ{ũt−1

m,n};

5: ηtm,n =
sign(ẙm,n)ů

t−1
m,n−min{|rb−1|,|rb|}√

[(σ2)t−1+ṽt−1
n ]/2

;

6: ξtm,n =
sign(ẙm,n)ů

t−1
m,n−max{|rb−1|,|rb|}√

[(σ2)t−1+ṽt−1
n ]/2

;

7: ẑtm,n,ℜ = ůt−1
m,n +

sign(ẙm,n)ṽ
t−1
n√

2[(σ2)t−1+ṽt−1
n ]

[
φ(ηtm,n)−φ(ξ

t
m,n)

Φ(ηtm,n)−Φ(ξtm,n)

]
;

8: νtn,ℜ =
ṽt−1
n

2 − (ṽt−1
n )2

2[(σ2)t−1+ṽt−1
n ]

× 1
M

M∑
m=1[

ηtm,nφ(η
t
m,n)−ξ

t
m,nφ(ξ

t
m,n)

Φ(ηtm,n)−Φ(ξtm,n)
+
(
φ(ηtm,n)−φ(ξ

t
m,n)

Φ(ηtm,n)−Φ(ξtm,n)

)2
]

;

9: Set ẙm,n = ℑ{ỹm,n}, ůt−1
m,n = ℑ{ũt−1

m,n}, then calculate

ẑtm,n,ℑ and νtn,ℑ by repeating lines 5-8;

10: ẑtn = ẑtn,ℜ + jẑtn,ℑ, νtn = νtn,ℜ + νtn,ℑ;

11: n ∈ L : ztext,n = νtext,n

(
ẑ
t
n

νt
n
− ũ

t
n

ṽtn

)
, 1
νt
ext,n

= 1
νt
n
− 1

ṽtn
;

n ∈ H : ztext,n = ỹn, ν
t
ext,n = (σ2)t;

12: vtn = 1
M ‖ztext,n − Sut−1

n ‖22 − νtext,n;

13: rtn = ut−1
n + K

M SH
(
ztext,n − Sut−1

n

)
;

14: τ tn = K−M
M vtn + K

M νtext,n;

15: (πtk,n)
−1 = 1+

(1−λt−1
k,n )(τ t

n+ψ
t−1
n )

λt−1
k,n τ

t
n

exp (− ψt−1
n |rtk,n|

2

τ t
n(τ

t
n+ψ

t−1
n )

);

16: µtk,n = πtk,n
ψt−1

n

τ t
n+ψ

t−1
n

rtk,n;

17: γtn = 1
K

K∑
k=1

[
πtk,n

τ t
nψ

t−1
n

τ t
n+ψ

t−1
n

+ (1− πtk,n)|µtk,n|2
]
;

18: utk,n =
τ t
nγ

t
n

τ t
n−γ

t
n

(
µt
k,n

γt
n

− rtk,n

τ t
n

)
;

19: ψtn =
K∑
k=1

[
τ t−1
n ψt

n

τ t
n+ψ

t−1
n

+
(
πt
k,nr

t
k,n

τ t
n+ψ

t−1
n

)2
]
/
K∑
k=1

πtk,n;

20: λtk,1 = λtk,2 = · · · = λtk,Nr
= 1

|M|c

∑
n′∈M

πtk,n′ ;

21: (σ2)t = 1
|H|c

∑
n∈H

( 1
M ‖Ỹ:,n − Sµtn‖

2

2 + γtn);

22: ũtn = Sutn, (ṽ
t
n)

−1 = (γtn)
−1 − (τ tn)

−1;

23: end for

24: Obtain α̂k according to (8) ;
25:

26: %Stage 2:

27: Initialize ZT1+1
ext = ZT1

extDsub, UT1 = UT1Dsub,

νT1+1
ext = diag(DH

subdiag(νT1
ext)Dsub), λ

T1+1
k,n = λ0k,n,

and ψT1+1 = diag(DH
subdiag(ψT1)Dsub);

28: for t = T1 + 1 to T1 + T2 do

29: vtn = 1
M ‖zT1+1

ext,n − Sut−1
n ‖22 − νT1+1

ext,n ;

30: Repeat lines 13-15 and let πtk,n = πtk,nα̂k, then repeat

lines 16-19;

31: λtk,n = 1
|Nn|c

∑
n′∈Nn

πtk,n′ ;

32: end for

33: X̂ =
[
µT1+T2

1 ,µT1+T2
2 , · · · ,µT1+T2

Nr

]
.

variance is known [13], [15] or estimate it by neglecting the

quantization noise [6], where the former is impractical and

the latter is ineffective for low-bit quantized measurements.

When the iterative process terminates, the final posterior

sparsity ratio is used to detect activity. The Bayesian activity

detector is defined as follows:

α̂k =

{
1, λT1

k,Nr
≥ 0.5,

0, otherwise,
∀k. (8)

If α̂k = 1, the k-th device is considered to be active, otherwise

it is inactive.

2) Stage 2: In this stage, our goal is to estimate the angular-

domain channel from the intermediate results of Stage 1.

To mitigate the severe energy dispersion effect in near-field

MIMO channels as illustrated in Fig. 1, we divide the whole

XL-MIMO array into Nsub subarrays; then, the piecewise

angular-domain channel can be represented as follows

X = HDsub, (9)

where Dsub = Bdiag(D, · · · ,D) ∈ CNr×Gr consists of Nsub

traditional dictionary matrices D ∈ CNr/Nsub×Gr/Nsub , and

Gr denotes the dimension of the dictionary. The (m,n)-th
element of D is given by

Dm,n =
1√

Gr/Nsub

e
j(m−1)π

2(n−1)−Gr/Nsub
Gr/Nsub . (10)

Accordingly, the equivalent SLM problem in (4) becomes

ZextDsub = SX+WextDsub, (11)

and we can adopt a similar approach as in Stage 1 to estimate

X. It is worth mentioning that the activity pattern detected in

Stage 1 can be exploited as a priori information to enhance

the estimation performance.

The whole process of Stage 2 is represented by lines

26-33 of Algorithm 1, where T2 is the maximum number

of iterations for this stage. Line 27 specifies the necessary

transformation from the spatial-domain expression to the

angular-domain expression. Lines 29-30 repeat the OAMP-

MMV algorithm from Stage 1, where the detected activity

information is utilized to constrain πtk,n. The clustered sparsity

structure of the angular-domain channel is adaptively learned

in line 31, where Nn = {n− 1, n+ 1} denotes the neighbor

indices of xn in a subarray.

Similar to [21], the damping technique is adopted to

effectively prevent the proposed TS-OAMP algorithm from

divergence. Specifically, for line 18 of Algorithm 1, we have

utk,n = (1 − ǫ)utk,n + ǫut−1
k,n , where the damping factor is

chosen as ǫ = 0.4. Likewise, ṽtn is damped in the same way.

In Table I, we compare the computational complexity of

Algorithm 1 with that of several baseline algorithms, including

the structured sparsity-based generalized approximated mes-

sage passing (SS-GAMP) algorithm [6], the OAMP-MMV

algorithm [8], and the simultaneous weighted orthogonal

matching pursuit (SWOMP) algorithm [5]. Here, we focus

on the number of complex-valued multiplications and assume

that the complexity of one real-valued multiplication equals

one-quarter of the complexity of one complex-valued multipli-

cation. Since the cubic term NrKM (or GrKM ) is the main

contributor to the computational complexity, the number of

complex-valued multiplications required for these algorithms
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TABLE I: Complexity Analysis

Algorithm Number of complex-valued multiplications

SS-GAMP (T1 + T2) (4NrKM + 20NrK + 16NrM + 3KM) + TturNrM(K + 1)

OAMP-MMV (T1 + T2)
(

37
4
NrK + 4GrKM +GrM + 10GrK + 7

4
Gr

)

SWOMP (T1 + T2)
[

NrM(K +Nr) + (T1 + T2 + 1)
(

NrM +M
2(T1+T2)+1

3
+ (T1+T2)(T1+T2+1)

4

)]

TS-OAMP T1
[

Nr(4KM + 77
4
K +M + 3

2
) + |H|cM(K + 2)

]

+ T2Gr
(

3KM + 11K +M + 3
4

)

Note: Ttur denotes the iteration number of the SS-GAMP algorithm [6].

is similar. Furthermore, the de-quantization processing of low-

quantized signals inevitably causes additional computational

complexity in the SS-GAMP, the OAMP-MMV, and the TS-

OAMP algorithms.

IV. SIMULATION RESULTS

In this section, we evaluate the detection performance of

the proposed TS-OAMP algorithm for near-field grant-free

massive access. Unless further specified, the main simulation

parameters are set as follows: Nr = 512, K = 500,

Ka = 50, λ = 0.05 m, Lp = 5, B = 2, Gr/Nr = 2,

Nsub = 2, dLoSk,n ∈ [10, 100] m, dNLoS
k,n,l ∈ (10, 300) m, and

κk = (13 − 0.03dLoSk,Nr/2
) dB2,3. The large-scale fading is

modeled as βk,n = (λ/4πdLoSk,n )
2, and adaptive power control

is assumed at the devices, i.e., Pk = Pt(d
LoS
k,Nr/2

/100)2,

where Pt is the reference transmit power used by all devices

for power control. Besides, the high-resolution ADCs are

uniformly distributed in the extra-large array with an interval

of ∆H = 32, i.e., H = {16, 48, 80, · · · }. The bandwidth is set

to 1 MHz and the power spectral density of the background

noise is set to −174 dBm/Hz. The maximum numbers of

iterations of the proposed algorithm are set to T1 = 30
and T2 = 20. We adopt the activity error rate (AER) and

normalized mean square error (NMSE) as evaluation metrics

AER =
1

K

K∑

k=1

|α̂k − αk|, NMSE = E

[
‖H− Ĥ‖2

‖H‖2

]
, (12)

where E[·] denotes the expectation operator, and Ĥ is the

estimated spatial-domain channel. For the proposed algorithm,

Ĥ can be obtained based on X̂ and (9). Additionally, we

compare with the following baseline algorithms:

• SS-GAMP: The SS-GAMP algorithm [6] exploits the

common support structure to directly estimate the spatial-

domain channel.

• OAMP-MMV: The OAMP-MMV algorithm [8] utilizes

the clustered sparsity structure and estimates the angular-

domain channel, where the de-quantization module is added.

• SWOMP: The SWOMP algorithm [5] is a variant of the

classic OMP algorithm. It also estimates the spatial-domain

channel by exploiting the common support structure.

Fig. 3 shows the activity detection performance of differ-

ent JADCE algorithms. Although mixed-precision quantized

2In this setup, the array length is around 12.8 m, which is acceptable
according to previous researches on XL-MIMO systems [22], [23].

3For 2-bit quantization, we set r0 = −2.22 and r2B = 2.22 in our
experiments for computational simplicity and stability, avoiding the case that
infinity times zero. In addition, dLoS

k,Nr/2
denotes the distance between the

k-th device and the Nr
2

-th antenna element at the BS. Since the distance
between the device and the BS can vary dramatically for different antenna
elements, we choose the middle position of the ULA as the representative
for power control.

(a) (b)

Fig. 3. AER of different JADCE algorithms versus: (a) the length of pilot
sequence M for Pt = 5 dBm; (b) the transmit power Pt for M = 56.

(a) (b)

Fig. 4. NMSE of different JADCE algorithms versus: (a) the length of pilot
sequence M for Pt = 5 dBm; (b) the transmit power Pt for M = 200.

(a) (b)

Fig. 5. (a) Gains of the proposed algorithm for the mixed-ADC architecture
and subarray-wise estimation versus M ; (b) Gains of the proposed algorithm
with subarray-wise estimation versus Nr .

signals are adopted for these detection algorithms, the pro-

posed TS-OAMP algorithm achieves a high activity detection

performance and outperforms the other algorithms due to the

more efficient exploitation of the mixed-ADC architecture.

In Fig. 4, we compare the NMSE performance of different

JADCE algorithms. As can be seen, the OAMP-MMV algo-

rithm and the TS-OAMP algorithm perform better since they

exploit the sparsity of the angular-domain channel. However,

the proposed algorithm significantly outperforms the OAMP-

MMV algorithm thanks to the subarray-wise processing and

more efficient utilization of the mixed-ADC architecture.

Fig. 5 verifies the gain of the proposed algorithm for the

mixed-ADC architecture and for subarray-wise estimation.

Without the assistance of high-resolution ADCs, the detec-
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Fig. 6. NMSE performance of the proposed algorithm versus the distance
between the BS and the devices, d, for M = 100 and Pt = 10 dBm.

(a) (b)

Fig. 7. Detection performance of the TS-OAMP algorithm versus the number
of high-resolution ADCs |H|c: (a) AER; (b) NMSE.

tion performance of the TS-OAMP algorithm suffers even

if the two-stage structure and subarray-wise estimation are

employed, as can be observed in Fig. 5(a). Besides, we can

observe the benefits of subarray-wise processing, demonstrat-

ing its effectiveness in suppressing the near-field effects.

The impact of distance on the NMSE performance of the

proposed algorithm is studied in Fig. 6, where the devices are

distributed in the range dLoSk,n ∈ (d − 5, d + 5) m. As can be

seen, the benefit of subarray-wise processing decreases with

distance, since the near-field effect is more pronounced when

the devices are closer to the BS. As the distance increases,

the detection performance of both the TS-OAMP algorithm

and the TS-OAMP algorithm without subarray-processing

improves due to the weakening of the near-field effect.

In Fig. 7, we investigate the detection performance of the

TS-OAMP algorithm as a function of the number of high-

resolution ADCs |H|c in the mixed-ADC architecture. Gener-

ally, the detection performance of the TS-OAMP algorithm

improves as |H|c increases, and the TS-OAMP algorithm

employing only high-resolution ADCs and only low-resolution

ADCs has the best and worst detection performance, re-

spectively. Moreover, Fig. 7 shows that a small number of

high-resolution ADCs can significantly enhance the detection

performance compared to the case with only low-resolution

ADCs, which verifies the effectiveness of the mixed-ADC

architecture in our proposed scheme.

V. CONCLUSIONS

In this paper, we proposed a TS-OAMP algorithm to

solve the JADCE problem for massive connectivity based

on mixed-ADC XL-MIMO over near-field channels. In the

first stage, the activity detection relied on the common

support structure of spatial-domain channels and the accu-

rate hyper-parameter estimation from high-precision measure-

ments. Next, the sparse angular-domain channel was estimated

based on the intermediate results of the previous stage, where

the near-field effect of the XL-MIMO channels was mitigated

by subarray-wise processing. Numerical results verified that

our proposed algorithm performs remarkably well facilitating

near-field massive access in XL-MIMO systems. In future

work, the proposed schemes can be extended to multi-carrier

systems to enhance the range of possible applications.
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