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Abstract
The rapid increase and adoption of Internet of Things (IoT) devices have introduced
unprecedented conveniences into modern life. However, this growth has also ushered in a
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points created by these devices. A security breach in such systems can compromise
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personal data and disrupt entire ecosystems. Traditional security measures are inadequate
against the evolving sophistication of cyberattacks. The authors aim to address these
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challenges by leveraging honeypot data and machine learning to enhance IoT security.

phrmingham Gl Universn The research focuses on three objectives: identifying datasets from IoT-targeted hon-
eypots, evaluating machine learning algorithms for threat detection, and proposing
comprehensive security solutions. Real-world cyber-attack datasets from diverse honey-
pots simulating IoT devices are analysed using various machine learning and neural
network algorithms. Results demonstrate significant improvement in cyber-attack
detection and mitigation when integrating honeypot data into IoT security frameworks.
The authors advance knowledge and provides practical insights for implementing robust

security measures in diverse IoT applications, filling a crucial research gap.
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1 | INTRODUCTION

representing a growth of almost double the installed base of
IoT in 2020.

Internet of Things (IoT) can be defined in many ways, but it
simply refers to the connectivity of everything around us
(watches, cars, houses, cities, etc.) to the internet with some
level of intelligence available to these things [1]. It is a term for
basic internet technologies that link low-power gadgets such as
sensors and actuators (things), and it involves both specialised
technology and millions of devices. In comparison to a few
years ago, the IoT technology has significantly influenced the
daily lives of many people, and this is because of its broad
adoption not just by businesses but also by individuals. The
adoption rate is exponential, and according to a report [2], it is
predicted there will be 29.42 billion linked gadgets by 2030,

The proliferation of IoT usage in ecosystems such as Smart
Cities brings numerous advantages. However, it also introduces
significant concerns and challenges, including susceptibility to
cyberattacks, compromising user privacy, and device hijacking,
among others. In a Smart City setup, the infrastructure heavily
relies on network connectivity to gather crucial data from
sensors, some of which are linked to critical safety systems [3].
Hackers exploit this connectivity and the multitude of sensors
to gain unauthorised access, raising concerns about various
vulnerabilities inherent in Smart City features. Components
such as smart streetlights and traffic systems are prime targets
for threat actors, often utilised in Denial of Service (DoS)
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attacks [4]. These vulnerabilities persistently increase due to
underlying technological factors and architecture flaws. The
motivations behind cybercriminal actions may vary, but their
impact affects numerous individuals reliant on the affected
services within these cities, causing disruptions to their lives.
Detecting these threats and mitigating their impact on the
population is an urgent priority. This study delves into how
combining honeypot data with machine learning techniques
can enhance the detection of cyberattacks within IoT
ecosystems.

11 | Background and rationale

Some of the most common attacks on the smart city and IoT
ecosystems include Distributed Denial-of-Service (DDoS),
ransomware, device exploitation, data manipulations, Mirai
Botnet, Port scanning and brute-force attacks. DDoS is a
technique where attackers flood the smart city network infra-
structure or IoT ecosystems with a massive volume of traffic,
overwhelming it and causing services to become unavailable to
users [5]. Ransomware is Malicious software that is deployed to
encrypt critical systems or data within the smart city infra-
structure, with attackers demanding a ransom for decryption
[6]. Ransomware has become the preferred choice for cyber-
criminals due to the return on investment [7]. Devices are
exploited due to IoT vulnerabilities. Many smart city applica-
tions depend on IoT devices, which can have vulnerabilities
due to poor security practices, such as default passwords or
unpatched software. Attackers can exploit these vulnerabilities
to gain control over devices and launch attacks on other parts
of the network [8]. Manipulating data in smart city systems can
lead to misinformation, confusion, or even dangerous out-
comes [9]. For instance, altering traffic signal data could cause
accidents or gridlock, while tampering with healthcare records
could endanger lives. Mirai Botnet is a malware that exploits
IoT devices. The malware exploits default credentials, forming
botnets to launch massive DDoS attacks, revealing IoT security
vulnerabilities [10]. Port Scanning is a technique used to
identify open ports on a target system [11]. Brute force is a
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technique used to crack passwords or encryption keys by
systematically guessing all possible combinations until the
correct one is found [12].

In September 2016, one of the most significant DDoS
attacks on record caused temporary outages at OVH, Krebs on
Security, and Dyn. Dyn, a crucial controller of a significant
segment of the Internet Domain Name System (DNS) infra-
structure, was affected. This attack disrupted numerous pop-
ular services and websites, including Twitter, Cable News
Network, Netflix, and various major corporations across
Europe and the USA for a substantial portion of the day.
According to Dyn, approximately ‘100,000 malicious end-
points’ were involved in the attack, which was reported to have
an unprecedented strength of 1.2 Tbps [13]. The source of this
massive traffic surge was attributed to a botnet known as Mirai,
which had compromised tens of thousands of IoT devices
such as IP cameras, DVRs, printers, and others, as they were
the primary targets of the Mirai botnet [14]. Remarkably, the
owners of these compromised devices were unaware that their
devices were partaking in a DDoS attack of such magnitude
during the incident. This incident raises critical concerns about
the security of IoT devices and underscores the need to safe-
guard control, confidentiality, integrity, and availability of these
devices. While previous attacks on IoT devices had occurred,
none had reached the scale witnessed with the Mirai botnet.

Traditional security methods, including firewalls and
intrusion detection systems (IDSs), fall short of addressing the
security concerns and challenges that IoT devices present. It is
difficult to deploy complete security solutions due to the
distributed and heterogeneous nature of these devices, the
networks, and the resource limitations of many IoT devices.
Additionally, proactive and adaptive ways to identify and
reduce risks are necessary due to the increasing sophistication
of cyberattacks. Figure 1 shows the predicted growth in the
adoption and usage of IoT devices.

According to a report [15], that captures and presents
yearly IoT malware volume across the world, the average
volume of malware targeting loT devices for 2021 was
approximately 5.2 million, and in 2022, it approximately aver-
aged 9.4 million, which represents over 80% increase from
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FIGURE 1 2030 predicted 10T installed base
[2]. 10T, Internet of Things.
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2021. The relatively high numbers year on year clearly show the
increased threats posed to IoT devices and, by extension, their
ecosystems or application areas. While these figures already
communicate an alarming trend for IoT application areas and
their security, the first half of 2023, which had been made
available by the reports, further shows the need to urgently
address IoT security on a large scale. January—June of 2023
averaged 13 million attacks, with the highest-ever volume
recorded exceeding 25,000,000 IoT malware volume in just 1
month (May). With the trends of increased IoT malware vol-
umes year on year, this is expected to continue. All these
highlight the need for critically exploring security measures that
protect IoT devices from cyberattacks.

Honeypots, which are decoy systems designed to lure in
cybercriminals, are seen as an efficient way to gather threat
intelligence in the broader context of cyber security [16]. They
are useful tools for monitoring cyberattacks, but since more
IoT devices are being connected to the Internet, they need to
become more varied and interactive [17]. By simulating a va-
riety of IoT devices and obtaining feedback from real devices,
honeypots can monitor attacks aimed at susceptible IoT de-
vices and capture malware data [18], as it is possible to improve
IoT network intrusion detection capabilities by analysing data
streams from IoT datasets captured [17]. This implies that
research on IoT security and early threat detection can advance
with the availability of IoT network traffic data gathered by
high-interaction IoT honeypots [19].

The application of honeypots and machine learning al-
gorithms is a promising strategy to improve cyber-attack
detection in IoT systems. Security analysts can watch and
analyse the behaviour of malicious actors by using honeypots
that replicate vulnerabilities and attract attacks. Gathering
important information about attack patterns, methods, and
indicators of compromise is feasible by carefully placing
honeypots within an IoT network. Compared to 2013, when
there were just 46 malware detections in IoT devices, there
were 7242 by 2017 [20]. Kaspersky Lab IoT honeypot found
that there are thousands of attempts to connect to IoT de-
vices within 24 h when they set up the various honeypots on
the devices; this demonstrates the significance of honeypot
applications for IoT security [21]. The enormous amount of
data gathered by honeypots would be nearly impossible to
process and analyse manually, but machine learning tech-
niques can successfully analyse and process it. These methods
allow for creating intelligent algorithms that can recognise
patterns and abnormalities typical of cyberattacks by learning
from historical attack data. IoT system administrators can
improve their capacity to quickly identify and respond to
emerging threats by training machine learning models on
honeypot data.

This study will investigate the usage of honeypot data and
machine learning algorithms to improve cyber-attack detection
in IoT systems. The research aims to construct dependable and
scalable models capable of precisely identifying and catego-
rising cyber-attacks by utilising the information obtained from
honeypot traffic on IoT devices. The proposed study will
address several important issues, including data gathering from

honeypots, feature selection, model training and evaluation,
and the recommendation for IoT systems to identify
cyberattacks.

1.2 | Contributions

There has been significant research on utilising honeypots as a
means of cyber security, but there have been limitations
regarding applying them for IoT security. These shortcomings
are seen when considering (i) Lack of publicly available hon-
eypot data specifically for IoT systems. (ii) Limited research
work to evaluate the effectiveness of machine learning and
neural networks on IoT datasets. (iii) Lack of practical appli-
cations to 10T security and intrusion detection utilising the IoT
honeypot dataset. Therefore, this research aims to use hon-
eypot data and machine learning, as well as neural network
techniques, to improve the security of IoT systems utilising
intrusion detection principles. The main contributions are as
follows:

® Identify and review existing IoT honeypot datasets and
select the most appropriate for this research.

® Rigorously prepare this dataset and perform 2 feature se-
lections, which will further improve analysis by providing a
basis for comparing results for effectiveness.

® Apply machine learning techniques to improve cyber-attack
detection using various classification algorithms and eval-
uate results obtained critically, giving insights on practical
applications and limitations.

This study is organised as follows: Section 1 introduces the
topic of this research and the rationale behind it, the research
questions, and the objectives that will be achieved to answer
these questions. Section 2 familiarises the reader with key
concepts and the current research relating to generating, ana-
lysing, and/or utilising honeypot data to improve the detection
of attacks in IoT networks. Section 3 details the methods used
to select appropriate datasets, tools, and the experimental steps
taken to analyse the dataset and perform machine learning and
neural network algorithms on the same. Section 4 includes the
results from the analysis, including the exploratory analysis of
the datasets used and the initial preparation done on the
dataset, and Section 5 presents a discussion of the results in the
context of the research questions and the importance of these
results. It also describes limitations faced during the research
process. Finally, Section 6 includes the conclusion and areas of
future work.

2 | RELATED WORK

This section aims to explore the similarities and differences
between IoT and traditional networks, highlights the relevance
of honeypots to cyber security, and summarises key research
that explores how honeypot data can be utilised to enhance the
security measures of IoT devices.
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2.1 | IoT network versus traditional network

There has been a lot of research and dataset generation on
traditional networks, but the same cannot be said of IoT net-
works. The question may be asked, “‘Why can the datasets or
traffic of traditional networks not be used for IoT research?’
the answer is that while there are similarities, there are signif-
icant differences between them, which makes the adoption of
one not best suited for the other. Some of these differences
and similarities will be reviewed.

Traditional networks are well-known communication
methods that have been applied to voice and data transmission.
These networks have been the main form of communication
for many years and are characterised by circuit-switched
technology; they include networks such as narrow-band
cellular systems, the Public Switched Telephone Network,
and the Integrated Services Digital Network [22]. In terms of
data transfer and communication procedures, traditional net-
works are slightly different from the Internet, which is a global
network that links computers and other electronic devices so
that they can communicate with one another [23]. However,
for comparison with IoT networks, both traditional networks
and the Internet will be merged. On the other hand, IoT
networks are defined as physical devices, sensors, and con-
trollers that are connected to the Internet so they may ex-
change data and communicate with one another. These
networks are essential to the IoT ecosystem because they
enable efficient data transfer and communication between
physical and virtual elements [24]. While traditional networks
apply to computer systems and electronic devices, IoT net-
works apply to physical devices, sensors, and anything con-
nected to the Internet.

One of the major similatities is that both rely on ports for
communication between devices and services. Additionally,
using communication protocols and data-handling techniques
is also required for both types of networks [25]. They both
have security issues, with IoT networks being especially sus-
ceptible to attacks [26], and effective technologies are needed
for both types of networks to identify their respective network
traffic anomalies [27].

There are quite a few differences between traditional net-
works and IoT networks. According to ref. [28], the way these
two networks are deployed is one of the biggest differences.
IoT networks are frequently built on networks with slow
processing, limited storage, and low power, while this is not the
case with traditional networks, which require a lot more storage
and power requirements. IoT devices have their own pro-
cessing and communication capabilities, extending the tradi-
tional internet to a wider range of devices [29], and traditional
cryptographic methods are not suited for safeguarding IoT
networks due to the limitations of IoT devices which were not
present in traditional network devices; this has led to the cre-
ation of lightweight cryptographic algorithms and protocols
[30], and these algorithms must be implemented in such a way
that it does not cause a decline in network performance while
tackling unauthorised access and data-security threats vulner-
abilities [31]. Additionally, a significant number of network

traffic features in IoT networks are different from those in
traditional networks, making the development of new traffic
models a requirement for improving IoT network security [32].

2.2 | Relevance of honeypots to cyber
security

Monitoring malicious traffic on IoT and quickly recognising
attacks are crucial for protecting IoT devices. Malicious sam-
ples of the IoT must be gathered to analyse malicious behav-
iour, data characteristics, and attack characteristics. The most
efficient techniques for catching malicious requests and gath-
ering examples of malicious behaviour are honeypots. To
capture attack behaviour, analyse the tools and methods used
by the attackers, and deduce their motives; the honeypot ar-
ranges certain hosts, network services, or information to elicit
the attack. Honeypot can improve the security protection
capability of the actual system and assist the security team in
understanding the security dangers clearly [33].

Honeypots have advantages and drawbacks, but they are an
effective tool for cyberattack detection and provide early
warning to security professionals and researchers. The study of
relevant work demonstrates that a honeypot is a very effective
detection tool researchers can employ in numerous contexts
for cyber defence. Its most crucial feature is the capacity to
provide a real-time defence system and to detect O-day attacks,
along with information about them, the tools they use, the
methods they utilise, and the way they attack. Because of its
effectiveness, attackers always attempt to avoid the honeypot
path because they know they will be discovered [21]. Honey-
pots were found to be helpful in analysing malicious traffic that
takes advantage of known and unknown IoT vulnerabilities.
Honeypots simulate interactions between a device and an
attacker. It gathers enough information for successful analysis
and to prevent attacks [34]. According to another study [35],
honeypot intrusion technology is the combination of honeypot
technology and electronic forensics technology (SIEM logs)
applied to the IDS to improve the standard of intrusion
detection, dectrease the amount of useful information that is
missing, and gather useful data from the attacker such as the IP
source of the hacker.

The paper concluded that honeypot intrusion technology
has not yet developed into a more mature, systematic, or
standardised system, but it has become an effective method of
combating cyber-crime and has a significant research value in
the field of network security. In the paper [36], they proposed a
model where the honeypot was designed as the IDS for cyber-
physical systems; the honeypot will keep track of all the traffic
that has been sent to the cyber-physical system. Security
guidelines will be set up to detect intrusions, while the hon-
eypot continuously monitors all packets, and when an intrusion
or malicious activity occurs, it recognises the activity as
harmful and halts the process. Honeypots can record
comprehensive information about the attackers and their
strategies; thus, it was used as an IDS. This enables the user to
continuously update their IDS to protect themselves from
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malicious threats and actions. The paper identifies the limita-
tion of the model as it can capture intrusion for only one
system per time [36]. In the implementation of our approach,
the designed models have the potential to capture intrusions
from multiple devices simultaneously.

In the paper [37], two types of honeypots, Kfsensor and
honeyd, were used as IDSs on Windows and Linux operating
systems, respectively. After the analysis of both honeypots, the
proposed system was found to be suitable for network security
as a level of defence to spot harmful activity whenever it
happens on the network. Our study proposes that similar
models can be applied to IoT devices and networks. There is
currently limited research on honeypots for IoT environments,
while many are built for conventional computers and mobile
devices and few are for IoT platforms [38]. Thus, this study
aims to add to the body of knowledge on improving network
security with honeypots specifically for IoT devices.

2.3 | IoT honeypot research studies

There have been a few research studies on using honeypot data
to improve the security of IoT devices using machine learning,
but most of the research in this field has only proposed hon-
eypot models specifically for IoT devices. Most of these
research works do not provide datasets as the authors in a
study [39] captured that there are limited available network
traffic datasets gathered by honeypot systems, along with an-
alyses and insights into these data. A few that have the dataset
provided have not implemented machine learning techniques
to improve the security posture of IoT networks, thus, giving
room for further research which this study is focused on.

The authors in ref. [40] discussed a major limitation of
traditional low-interaction honeypots for IoT as being easily
detectable, prompting a need for more advanced solutions.
The paper introduces the SIPHON architecture, a Scalable
High-Interaction Honeypot platform for IoT. SIPHON uses
physical IoT devices connected via ‘wormholes’ distributed
globally, allowing a few devices (less than 10) to appear as many
across different IP addresses. In a test involving 39 wormholes
across 16 cities in 9 countries, less than 10 devices appeared as
85 IoT devices online, attracting considerable traffic over 2
months. This experiment revealed vatiances in traffic by city,
over 400 brute-force login attempts with 11 successes, and
even attempts using credentials from the Mirai malware. While
the study analyses its results and introduces a significant
concept in the application of honeypots for 10T, it does not
generate a dataset nor utilise data obtained for IDS.

Another study [41] investigated the surge in Telnet-based
attacks on IoT devices since 2014 and proposed a novel
Telnet-emulating IoT honeypot called IoTPOT honeypot to
analyse these attacks across various Central Processing Unit
(CPU) architectures. The setup comprises a low-interaction
front-end linked to an IoTBOX high-interaction back-end,
which emulates Telnet services across a variety of IoT device
profiles. This honeypot was operational for 39 days, during
which time it amassed 43 distinct malware samples and

detected at least five DDoS malware families specifically aimed
at Telnet-enabled IoT devices, with one evolving to attack nine
different CPU types. The study was very detailed in investi-
gating and analysing Telnet-based attacks, but some limitations
were identified; attacks targeting services other than Telnet can
bypass this honeypot. However, it could be extended for
practical applications in IDS.

These studies all prove the presence of malicious attacks
on IoT networks but need to be explored further on how these
data and IoT honeypots can be integrated with intrusion
detection and prevention systems to improve the security of
IoT networks.

The vast variety and sheer number of IoT devices make it
impractical to manually create low and high-interaction hon-
eypots. Researchers are, therefore, exploring new methods for
developing smart IoT honeypots. An interesting study intro-
duced a honeypot for IoT devices called ALLPot that uses
machine learning to automatically engage with attackers as
though it were a real device. Evaluations show that the system
lengthens sessions with attackers and captures more attacks on
the IoT network [42].

In a similar study [43], the researchers proposed an ‘intel-
ligent interaction’ honeypot called IoTCandyJar using machine
learning to learn IoT device behaviour and emulate them
automatically. To increase the number and quality, the authors
used a variety of machine learning approaches. The IoTCan-
dyJar chooses from various IoT device responses gathered by
scanning the Internet and replies with the one the attacker
anticipates in response to the given request. Attackers think the
honeypot is their target device if the chosen response matches
the anticipated response, and then they send an exploit code.
In yet another study [44], they introduce ThingPot, a unique
IoT honeypot that mimics application protocols and the entire
IoT platform. This was implemented to resemble a Philips Hue
smart lighting system; ThingPot identified five types of attacks
against smart devices in a 1.5-month deployment. The source
code is an open source.

Another study introduced Chameleon, a versatile honeypot
tailored for various IoT devices, with the goal of replicating
diverse IoT configurations. Upon encountering a designated
IoT device, Chameleon redirects incoming network traffic to it
while ensuring security protocols are upheld. It meticulously
records all exchanges between itself and the target device for
later analysis, generating appropriate responses to thwart po-
tential attackers from identifying it. Assessment results reveal
that Chameleon adeptly simulates the operations of numerous
IoT devices, effectively outmanoeuvring detection attempts by
prominent honeypot fingerprinting tools [45]. Another study
took this further by proposing a honeypot using smart firm-
ware. They assert that current honeypot systems use gadgets
with a certain firmware version installed to track cyberattacks.
However, because honeypots regularly get requests aimed at
hardware and firmware that differ from their own, they
respond with an error message, ending the attack and moni-
toring. The authors suggest FirmPot, a platform that uses
firmware to automatically create intelligent interactive honey-
pots, as a solution to this issue. The framework uses machine
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learning to learn the behaviour of embedded applications and
features a firmware emulator that is tailored for honeypot
generation. The system that keeps the produced honeypots in
communication with attackers responds to an attack request
with the best of the mimicked responses rather than an error
response. Based on the open-source OpenWrt software, the
authors experimented with embedded web applications for
wireless routers. As a result, their system produced honeypots
that imitated the embedded web applications of 10 different
CPU architectures and eight vendors [46]. These IoT-specific
intelligent interaction honeypot studies have contributed
immensely to the understanding and analysis of attacks on IoT
networks. However, one area of further research that they have
not fully explored is the utilisation of the data and analysis
generated to develop IDS specifically tailored to IoT networks.

In this paper [16], the authors posit that limited research is
available on using honeypot data to gather insights on IoT
networks, particularly for industrial control systems and smart
grids. The paper presents results from a 6-month study of
smart grid honeypots set up in various locations (USA, Ger-
many, Canada, Brazil, and Singapore) using the Amazon cloud
service; the paper explores attack patterns and provides in-
sights useful for improving firewalls and IDSs.

The researcher [47] extended and evaluated a specific
honeypot called RIoTPot designed to lure and study attacks
exploiting the vulnerability of the IoT and operational tech-
nology protocols. They conducted a 3-month study exposing
RIoTPot deployed in lab and cloud infrastructures to real-
world attacks. They gathered data on nearly 11 million attack
events from over 22,000 unique IP addresses. The attacks
included various types, such as brute force and poisoning, The
study also examined the effectiveness of different interaction
levels of the honeypot in attracting specific kinds of attacks.
The data collected is made available to other researchers on
request for further study. While this study provided a dataset
and in-depth analysis, utilising the dataset in IoT networks
would have facilitated a more comprehensive evaluation to
determine its effectiveness. This paper [48] addresses the se-
curity challenges posed by the rapid growth of the IoT,
particularly their use in DDoS attacks. The authors maintain
that traditional machine-learning-based IDSs rely on extensive
data, which is often scarce in IoT networks. To remedy this,
they provide a labelled IoT dataset called MedBIoT, featuring
both normal and botnet malicious network traffic from a
medium-sized network of 83 IoT devices. Data was collected
from three significant botnet malwares (Mirai, BashLite, and
Torii). The dataset was then tested using binary and multi-class
machine learning models, proving its reliability and usefulness
for developing and testing botnet detection systems. The
MedBIoT dataset is publicly available. It is worth noting that
this dataset was not generated using a honeypot. While it
contributes immensely to securing IoT networks, it focuses
solely on botnet attacks, which is one of the numerous attack
types faced by IoT networks.

Another study [49] addresses the security concerns raised
by large-scale attacks on IoT devices, such as the Mirai mal-
ware attack in 2016. The authors emphasise the usefulness of

honeypots in monitoring IoT threats but noted the lack of
publicly available research data. To fill this gap, the authors
developed a dataset collected from high-interaction IoT hon-
eypots deployed for 1.5 years (2017-2018). The honeypots
operated on 40 public IP addresses and directed traffic to 11
real IoT devices. The dataset, created using the Zeek tool,
consists of over 81.5 million logs generated from 258,871
Packet Capture (PCAP) files. The data includes attack types
and threat intelligence to encourage further research. This
study focuses on working on the existing data to improve IoT
network security. An area for future work in ref. [49] involves
applying the dataset for IDS in IoT networks, which is a major
contribution this study aims to achieve. Thus, this paper will
use the dataset from ref. [49] to improve IoT network security
by applying machine learning techniques proposed for cyber-
attack detection in these networks.

Table 1 shows some of the relevant papers that were
reviewed, their description and the research gap this study
looks to bridge.

3 | RESEARCH EXPERIMENTATION

The aim of this study was to use honeypot data and machine
learning techniques to improve the security of IoT systems
building on previous studies. The study sets out to achieve this
through three objectives which are as follows:

® Identify and review existing IoT honeypot datasets and
select the most appropriate for this research.

® Review machine learning techniques and select the most
appropriate technique for this research.

® Apply machine learning techniques to improve cyber-attack
detection using various classification algorithms and eval-
uate results obtained.

This section details the approach and experimental tools,
methods, and processes that were used to address these
objectives.

3.1 | Overview
The methodology for carrying out this research was divided
into three distinct segments namely:

® Literature review
® Dataset selection and labelling
® Machine learning application and evaluation

There was an overlap in the process of reviewing various
relevant research works and the dataset selection as these
studies that presented the datasets found were critically eval-
uated before the selection was made. The reason for the choice
of iTrust, Centre for Research in Cyber Security, Singapore
University of Technology and Design's IoT dataset [51] were as
follows:
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® The IoT honeypots were deployed in the wild for 1.5 years,
thereby capturing a broad and diverse range of attacks from
across the world [49].

® The honeypot deployment utilised 40 public IP addresses,
with traffic forwarded to real IoT devices. Consequently, the
captured attacks were not simulated; instead, they comprised
genuine attack attempts [49)].

® The sheer size of the dataset is significant, with 258,871
PCAP files generated, resulting in over 81.5 million logs.
This ample volume of data ensures the capacity to draw
accurate conclusions [49].

The dataset selected was in a raw format (log file), and thus,
conversion to a machine learning readable dataset format was
requited. After conversion, preprocessing and application of
three (3) machine learning algorithms and two (2) neural network
algorithms were done, and the results were then analysed
and discussed. The end-to-end process can be seen in Figure 2.

TABLE 1 Related works brief description relevant to this study.

The tool used for all Python code implementations was
Google Colaboratory services (also known as ‘Google Colab’)
because most libraries for machine learning have been pre-
installed; thus, it required zero setup and only needed internet
access to work. Also, the computational resource requirement
which would have been taken by the local machine was
transferred to it. The machine learning algorithms used were
Naive Bayes, Decision Tree and K-Nearest Neighbour (KNN),
and the neural network algorithms used were Sequential Neural
Network (SNN) and Long Short-Term Memory (LSTM).
Details as to the choice of algorithm will be discussed in the
later part of this section.

Google Colab, also known as ‘Colab’, is a cloud-based
platform designed for prototyping machine learning models
using high-performance hardware such as GPUs and TPUs. It
provides an interactive development environment through a
servetless Jupyter notebook setup [52]. In this study, Google
Colab was configured with the maximum hardware accelerator,

Dataset Machine learning

Reference  IoT honeypot proposed/deployed generated application
[40] Proposed and deployed a high-interaction honeypot architecture (SIPHON) No No

[41] Proposed and deployed a Telnet-emulating IoT honeypot (IoTPOT) No No

[47] Proposed and deployed RIoTPot Yes No

[49] Deployed high-interaction IoT honeypots for 1.5 years Yes No

[50] Proposed and deployed ThingPot (Mimics entire IoT platform) No No

[48] Non-honeypot setup (83 IoT devices with simulated Botnet attacks) Yes Yes

[43] Proposed an ‘intelligent interaction’ honeypot (IoTCandyJar) No No

[45] Proposed an adaptive honeypot and deployed to simulate different IoT devices No No

(Chameleon)

[16] Deployed smart grid honeypots for 6-month study in varied locations Yes No

Our Utilising dataset from ref. [49] Yes Yes

research
Abbreviation: 10T, Internet of Things.

| | Dataset | |![ Preparation | [ Results

Unlabelled raw dataset
(.log file)

Datasets Analysis and missing values and
Exploration normalisation) Decision Tree
Dataset Collection and Feature Selection KNN
Compilations
SNN
One-Hot Encoding
FIGURE 2 Research methodology Literature Review LSTM

architecture.

Our Attack Detection
Model (Multi-Class

Dataset Conversation [ Classifier)

(.csv) and Labelling

Naive Bayes

1
1
1
1
1
1
1
1
1
Processsing (replace QI
1
1
1
1
1
1
1
1
1
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a Tensor Processing Unit, and utilised 32 GB of RAM. Further
details on dataset preprocessing are elaborated later in this
chapter. The algorithms employed included decision tree,
Naive Bayes, and KNN classifiers from the scikit-learn
(sklearn) library, as well as SNN and LSTM classifiers from
the TensorFlow. Keras library. The SNN model was trained
with parameters including 25 epochs, a batch size of 25, and a
validation split of 0.2. The LSTM model was trained with
parameters including 50 epochs, a batch size of 32, and a
verbosity level of 2.

3.2 | Dataset selection
This study was specific to the IoT honeypot dataset, and these
were the considerations when selecting a dataset. Thus, critical
requirements for any dataset that this study used were that it
must be for IoT networks and must have been captured using a
honeypot. Two papers [39, 47] both attested that there is a
significant unavailability of the public dataset that captures IoT
network traffic using honeypots. Thus, an extensive search was
carried out for a dataset that met the predefined criteria. Over
200 research papers and article abstracts were carefully
reviewed, and while over 50 were relevant to this study, only 8
datasets were found to be relevant to this research work.
Table 2 shows the description of the 8 datasets reviewed,;
the choice of the dataset was based on the volume of quality
raw data generated from real attack traffic, not simulated, and

TABLE 2 Relevant datasets reviewed.

also these were captured over an extended period. Thus, we are
confident of multiple attack types from multiple sources.

321 |
analysis

Dataset description and exploratory

According to the study [49], the IoT dataset this paper used
generated over 81.5 million logs from 258,871 PCAP files. The
set-up was to manifest the honeypots on 40 public IP ad-
dresses, and traffic to these addresses was forwarded to 11 real
IoT devices. Thus, the raw data was examined, and eventually,
data from just one of the anonymised IP addresses, which were
presented as log files, was only needed. Upon further inspec-
tion of the log files, it was realised that different services had
different logs and focused on connection log files. 282 log files
were randomly selected, and features were extracted to
generate a CSV file. The file generated had 108,697 instances
and 19 features, as seen in Table 3.

The dataset generated was unlabelled; thus, one of the
options for machine learning applications was using an unsu-
pervised learning approach. A major limitation of this
approach is that a lack of labelled data makes it difficult to train
the model to recognise specific attacks, which can lower
detection accuracy [57]. Another limitation is the generation of
more false positives, which is very problematic for a security-
sensitive domain like IoT [58]. Therefore, unsupervised
learning was not selected for these reasons.

Reference Dataset name Dataset description

[47] RIoTPot: a dataset of hybrid IoT/OT honeypots Deployed RIoTPot deployed in lab and cloud infrastructures to real-world attacks for
3 months. 11 million attack events from over 22,000 unique IP addresses captured.
Brute-force and poisoning attacks included, and dataset presented as pcap files (iTrust
labs)

[49] Internet of Things dataset Deployed high-interaction IoT honeypots for 1.5 years presented through 40 IP
addresses which forward traffic to 11 real IoT devices. Dataset presented as log files
from 258,871 PCAP files resulting in more than 81.5 million logs

[48] MedBIoT data set A simulated IoT environment with 83 IoT devices and internet environment, 3 known
attack binaries were introduced into the setup and a labelled dataset was the outcome

[16] Smart grid honeypot data 6-month study of smart grid attacks from honeypots set up in varied locations using
the Amazon cloud service. Presented as PCAP files

[53] Amanzon Web Services (AWS) honeypot attack data Deployed AWS honeypot and generated Data with 451,581 data points collected from
9:53 PM on 3 March 2013 to 5:55 AM on 8 September 2013

[54] CyberlLab honeynet dataset Cowrtie honeypot was deployed from May 2019 to February 2020 and data collected
and presented as Json files as daily datasets

[55] Canadian Institute of Cybersecurity (CIC) honeynet Tpot honeypot deployed with security onion as Security Information and Event

dataset Management (SIEM) Secure and the PCAP data are released monthly

[56] IoTID20 dataset The dataset was generated from another study that had presented it as PCAP files and
it was unlabelled. They extracted features, generated a CSV format dataset and then
labelled the dataset

Our Utilising dataset from ref. [49] (iTrust labs) Same as described above

research

Abbreviations: AWS, Amanzon Web Services; 10T, Internet of Things; PCAP, Packet Capture.
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Table 4 shows some of the Zeek notices, and Secure Shel
(SSH) password guessing was evident. This can imply some
brute-forcing activities, as confirmed by the authors, and thus,
it was included in the labelled category.

From Table 5, the categorisation of the attacks in the paper
is shown. Thus, this dataset has 5 label classes in total, and the
names of classes with the number of instances they appear in
the dataset are Port Scanning: 88,439, Brute-Force Attack:
15,704, Normal: 1711, DoS Attack: 1585, and Mirai Botnet:
1257.

The description of each attack label can be seen below:

Mirai botnet: Mirai is known for using DNS queries over
(UDP) to communicate with its command-and-control servers
(C2 servers). This is a common technique used by Mirai to
resolve domain names of C2 servers or potential targets [59]. It
is also known for attempting to exploit IoT devices through
Telnet by using a list of default credentials. A rejected
connection on port 23 is a strong indicator of a Mirai scan or
attack attempt [60].

Port scanning: A common indicator of pott scanning ac-
tivity is if an originating host attempts to or connects to more
than 10 unique destination ports [61]. The authors in ref. [62]
posit that rejected connections on well-known ports are often
signs of scanning; the authors in ref. [63] posit that rejected
connections on specific and unpopular ports are usually port
scanning, The line for UDP and port 1900 with connection

TABLE 3 Dataset features description.

state SO indicates scanning for UPnP devices, a known vector
for attacks [64].

DoS attack: High packet rates are a classic indicator of
flooding attacks [65], and large payloads in UDP packets are
often used in amplification attacks [66]. Also, port 69 is
commonly used for Trivial File Transfer Protocol, and
exploiting standard protocol features is a known DoS tactic
[67]. Half-closed connections can be indicative of Finish flood
attacks [68].

Brute-force attack: Frequent SSH and FTP login attempts
are indicative of brute-force attacks [69], and the Reset Take
Over connection state often indicates failed login attempts,
which are common in SSH brute-force attacks. Traffic with
Session Finished state, destination port 22, and high packet and
byte counts as Brute-Force. These metrics can signify

TABLE 4 Zeck notices—notice types [49].

Rank  Type # Count
1 SSH: password guessing 63,923
2 Capture loss: too much loss 133
3 Secure Socket Layer (SSL): invalid server certificate 66
4 Weird: activity 1

Abbreviation: SSH, Secure Shel.

S/N Feature Description

1 Ts Timestamp—the time at which the network event occurred

2 Uid Unique ID—A unique identifier for the connection

3 id.orig_h Origin host—the IP address of the originating host

4 id.orig_p Origin port—the port number used by the originating host

5 id.resp_h Response host—the IP address of the host tesponding to the connection

6 id.resp_p Response port—the port number used by the responding host

7 Proto Protocol—the network protocol used (e.g: Transmission Control Protocol [TCP], User Datagram
Protocol [UDPY)

8 Duration Duration—the length of time the connection was active

9 orig_bytes Origin bytes—the number of bytes sent by the originating host

10 resp_bytes Response bytes—the number of bytes sent by the responding host

11 conn_state Connection State—the state of the connection (e.g established, rejected)

12 missed_bytes Missed bytes—Dbytes that were not captured in the logs

13 History History—a string representing the sequence of events for the connection

14 orig_pkts Origin packets—the number of packets sent by the originating host

15 orig_ip_bytes Origin IP bytes—the total number of IP bytes sent by the originating host

16 resp_pkts Response packets—the number of packets sent by the responding host

17 resp_ip_bytes Response IP bytes—the total number of IP bytes sent by the responding host

18 Service Service—the application protocol of the connection (e.g. Hypertext Transfer Protocol (HTTP),
Secure Shel (SSH)

19 ssh_freq SSH Frequency—a measure of how frequently SSH protocol is used in the connection
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TABLE 5 Network Intrusion Detecton System (NIDS)—alert categorisation summary [49].

Alert type # Count Activity Category Severity
Emerging Threat (ET YTROJAN ELF/Mirai Variant UA Inbound (Yakuza) 31 Trojan horse (Trojan) activity Trojan High
ET TROJAN Executable and linkable Format (ELF)/Mirai Variant User-Agent (UA) Inbound 1044 Trojan activity Trojan High
(Muhstik)

ET SCAN (Scanning) Mirai Variant User-Agent (Inbound) 525 Attempted-Admin Scan High
ET EXPLOIT Linksys E-Series Device Remote Code Execution (RCE) Attempt Outbound 95 Attempted-Admin Scan High
ET Simple Network Managment Protocol (SNMP) Attempt to retrieve Cisco Config via TFTP 562 Policy Violation SNMP High
(CISCO-CONFIG-COPY)

ET SCAN Potential SSH Scan OUTBOUND 21 Attempted-recon Scan Medium
ET DOS Possible NTP DDoS Inbound Frequent Un-Authed MON_LIST Requests IMPL. 1045 Attempted-DOS DOS Medium
0x03

ET DOS Possible Network Time Protocol (NTP) DDoS Inbound Frequent Un-Authed 16 Attempted-DOS DOS Medium

MON_LIST Requests IMPL 0x02

Abbreviations: SSH, Secure Shel; TFTP, Trivial File Transfer Protocol.

automated SSH login attempts as the SSH server usually listens
on Transmission Control Protocol port 22 [70].

Normal: The default label was set as normal, which can
also be considered a benign attack in this study. The rationale is
that since honeypots are decoy systems, any traffic to them is
some sort of attack, even if it is harmless.

3.2.2 | Dataset pre-processing

In addition to dataset labelling, the next step was to pre-
process for machine and deep learning model applications.
Firstly, the missing values were checked, and duration, orig-
bytes, and respiytes each had 6639, history had 4438, and service
had 91,116 missing values, respectively. For the features with
numerical values missing, the median was used to fill in the
missing values, history missing values were filled with the mode
value, while service was dropped altogether as it had too many
missing values. The sshpeg feature was generated while
defining the labels but had to drop it also as it had 92,540
missing values; although before any features were dropped, the
five (5) selected algorithms were performed on the entire 19
features. The disparity between the smallest and largest
numbers for numerical features was too large, and thus, all the
numerical columns were normalised using MinMaxScaler.
After normalisation, feature selection was done; this will be
discussed in more detail later on. Then, categorical columns
were identified, and one-hot encoding was performed to make
the dataset suitable for machine learning algorithms. The data
was then split into training and testing sets at 70% and 30%,
respectively, after which the respective machine learning and
neural network algorithms were applied.

323 | Features selection

Feature selection is the process of extracting a subset of fea-
tures from the original features. The selected features are

chosen based on their relevance to the dataset, while the
eliminated features are based on their redundancy [71]. Feature
selection is very important to machine learning applications as
it eliminates noise in the dataset and improves the performance
and speed of the algorithm [72]. Two feature selection methods
used on the dataset were Information Gain (IG) and One Rule
(OneR) for comparison purposes.

e /G: This is an entropy-based feature selection [72] whete
information is derived from a random variable by observing
another random variable. The information gained is then
ranked based on relevance from the most relevant to the
least relevant

® OneR: This is also a ranking-based feature selection that
picks a single feature and defines one or more decision rules,
which are then used to classify and rank the features [73].

In a study [74], features from OneR produced better results
when compared with two other methods inclusive of 1G, but
that was slightly different in this study. All the features were
ranked from highest to lowest, which was used to eliminate
features in three (3) iterations. The selected algorithms were
performed on the dataset per iteration. The base iteration was
done on all features. The first iteration had a total of 13 fea-
tures. The process for arriving at this was that in addition to
the last two features from the OneR ranked features being
dropped, the first two from the ranking were also dropped;
they were the time stamp and unique 1D, as they have nothing
to teach the model based on the physical inspection and
domain understanding of the dataset. This was similar to IG;
thus, the 1st iteration for both methods had the same features.
The second iteration had a total of 9 features as the bottom 4
from the first iteration were dropped, and the same process
was repeated for the last iteration, which had just 5 features.
These features from each iteration were based on the
ranked results obtained from OneR and IG features selection
methods. The first iteration was the same for both methods;
thus, results for that were the same, but the other iterations
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presented very diverse results which produced different results
and allowed us to compare between iterations and between
feature selection methods. The selected features for both
OneR and IG used for the three iterations can be seen in
Tables 6 and 7, respectively.

3.3 | Machine learning and neural network
algorithms application

The dataset label comprises five different network traffic cat-
egories; thus, multi-class classification algorithms were required
for training and testing the data. This was a strong consider-
ation in selecting the models to apply. The paper considered

models from the following classifier families: tree-based,
probabilistic-based, and neural networks.

3.3.1 | Naive Bayes

The Naive Bayes classifier is a probabilistic classifier that be-
longs to the family of generative classifiers [75]. It is particularly
well-suited for multi-class classification problems and has been
effectively applied in IDSs [76]. This study chose Naive Bayes
as its probabilistic classifier because of its simplicity, scalability,
and ability to handle large datasets efficiently with less compu-
tationally intensive compared to kernel-based classifiers, making
it a preferred choice for real-time intrusion detection [75].

TABLE 6 Selected OneR features for

. . 1st iteration (13 feature)
the three iterations.

2nd iteration (9 features) 3rd iteration (5 features)

otig_ip_bytes
Duration
id.orig_h
resp_ip_bytes
History
resp_bytes
orig_bytes
resp_pkts
orig_pkts
conn_state
id.resp_p

id.orig_p

Proto

orig_ip_bytes orig_ip_bytes
Duration duration
id.orig_h id.orig_h

resp_ip_bytes resp_ip_bytes
History history
resp_bytes

orig_bytes

resp_pkts

orig_pkts

Abbreviation: OneR, One Rule.

TABLE 7 Selected Information Gain

. . 1st iteration (13 feature
features for the three iterations. ( )

2nd iteration (9 features) 3rd iteration (5 features)

orig_ip_bytes
Duration
id.orig_h
resp_ip_bytes
History
resp_bytes
orig_bytes
resp_pkts
orig_pkts
conn_state
id.resp_p
id.orig_p

Proto

orig_ip_bytes orig_ip_bytes

resp_ip_bytes resp_ip_bytes
History history
resp_pkts resp_pkts
conn_state conn_state
Duration

id.orig_h

orig_pkts

id.resp_p
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3.3.2 | Decision Tree

The Decision Tree classifier is a rule-based classifier that be-
longs to the family of tree-based classifiers. It is commonly
used for multi-class classification and has been effectively
implemented in IDSs. They are usually used for IDS because
they are easy to understand and interpret, making them useful
for real-time intrusion detection [77]. Decision Trees inher-
ently perform feature selection, improving the IDS accuracy
and performance. This attribute makes them efficient and
effective for real-time intrusion detection, setting them apatt
from other tree-based classifiers [78]. It was also chosen
because of its ease of implementation and the small compu-
tational resource requirement.

333 | K-NN

The KNN classifier is an instance-based learning algorithm
that belongs to the family of lazy learners. KNN is chosen for
IDS due to its real-time detection capabilities and flexibility to
adapt to new data, setting it apart from other lazy learners in its
family. KNN was selected for its flexibility in adapting to new
data and its real-time detection capabilities, setting it apart
from other lazy learner algorithms [79]. It can adapt to new
data without retraining, offering a dynamic approach to
intrusion detection [80], and its learning allows for real-time
intrusion detection, making it highly responsive [81]. Thus, it
is widely used for multi-class classification and has been
effectively implemented in IDSs.

3.34 | Sequential Neural Network

A SNN is a type of neural network that consists of a stack of
neural layers where each layer has one input and one output
[82]. In deep learning, the Keras framework is predominately
used [83] and was implemented using the same framework in
this study. SNNs have shown enhanced performance results in
comparison to other machine learning models utilised be-
forehand in the realm of IDSs as outlined by ref. [84]. The
SNNs outperform most Recurrent Neural Networks (RNNys)
as they are better at learning long term-dependencies [84]. The
authors in ref. [85] sequentially arranged neural networks using
a correction-based arrangement and found neural weights to
outperform other neural networks typically. Thus making it a
very effective model for multi-class classification.

3.3.5 | Long Short-Term Memory

The LSTM network model is a type of RNN that is particularly
effective in solving sequence prediction problems. It is also
suitable for IDSs, has low computational requirements and is
optimised especially for IoT networks. This optimised LSTM
approach outperforms other classical learning models with low
computational complexity, making it ideal for IoT networks

with limited resources [86]. This paper selected the optimised
LSTM model for its balance between high prediction perfor-
mance and low computational requirements, making it a
preferred choice for IDS, especially in resource-constrained
environments such as IoT networks [87].

34 |

Evaluation criteria

To evaluate the performance of machine learning and deep
learning algorithms in IDS, it is crucial to use appropriate
evaluation metrics. This project focuses on four key metrics:
Accuracy, Precision, Recall, and F1 Score, which are vital for
assessing the effectiveness of IDS in real-world applications
[88]. These metrics are defined below:

® Accuracy: Measures the proportion of correct identifica-
tions, essential for IDS reliability [89].

® Precision: Indicates the accuracy of positive identifications,
minimising false positives [90].

® Recall: Measures the detection of actual attacks, ensuring
most attacks are identified [91].

e F1 score: Balances Precision and Recall, ideal for a reliable
and efficient IDS [56].

In IoT networks, higher accuracy and lower false positives
are essential for effective intrusion detection. These metrics
ensure that the IDS is both reliable and efficient, making it
suitable for real-world applications where an immediate
response is required [92].

4 | RESULTS

This section will show results that were obtained in the course
of this study. A brief observation from all these results will be
shared, but in-depth analysis and discussion will be carried out
in the next section.

Several pre-processing steps were taken on the dataset,
from dropping columns with large missing values to filling
other columns with missing values. Normalisation and one-hot
encoding were also performed. Another very important pre-
processing step was feature selection, as this allowed us to
see the improvement of results across most of the algorithms
used in this paper. Tables 8 and 9 present the results for the
two ranking-based feature selections.

The choice of IG and OneR features selection techniques
was based on both being ranking-based feature selection. Thus,
features can be added or dropped for each iteration based on
the required features. The differences between the ranks of
each feature based on the two different methods utilised also
introduce very good dynamics for comparing results in a later
section.

The application of the selected machine learning and
neural network-based algorithm was done initially on 19 fea-
tures, which was the baseline, and then it was further done in
three iterations of 13, 9, and 5 features, respectively. For each
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iteration, Naive Bayes, Decision tree, KNN, SNN, and LSTM
were performed on the dataset, and accuracy, precision, recall,
and fl-score evaluation metrics were used to measure

TABLE 8 One Rule features selection results.

Feature number Feature name One Rule

1 uid 0

0 ts 6.44E-05

14 orig_ip_bytes 0.013993155
7 duration 0.017783543
2 id.orig_h 0.022641128
16 resp_ip_bytes 0.025364319
12 history 0.030479502
9 resp_bytes 0.034021491
8 orig_bytes 0.03437109
15 resp_pkts 0.035677486
13 orig_pkts 0.038455877
10 conn_state 0.04070987
5 id.resp_p 0.04381026
3 id.otig_p 0.049302642
6 proto 0.182794215
4 id.resp_h 0.183557813
11 missed_bytes 0.186354604

Abbreviation: OneR, One Rule.

TABLE 9 Information Gain features selection results.

Feature number Feature name Info gain
14 orig_ip_bytes 0.562793
16 resp_ip_bytes 0.556161
12 history 0.549013
15 resp_pkts 0.524427
10 conn_state 0.503636
7 duration 0.49139
2 id.orig_h 0.478732
13 orig_pkts 0.478225
5 id.resp_p 0.478137
9 resp_bytes 0.454957
8 orig_bytes 0.452569
3 id.orig_p 0.300413
0 ts 0.215093
6 proto 0.084361
4 id.resp_h 0.041635
11 missed_bytes 0.002255
1 uid 0

effectiveness. The baseline result can be seen in Figure 3, while
subsequent figures in this section will compare the results of
each model utilised against the two feature selection methods
used.

From the baseline model performance, it is evident the
Decision tree has a near-perfect performance across all eval-
uation criteria while Naive Bayes had the worst performance;
each model performance for the three iterations will be
focused on to see the overall performance and the impact of
feature selection on the dataset to their performance.

Figure 4 shows the improvement of performance in Naive
Bayes with IG across all iterations; although the OneR results
show an irregular pattern, there was a sharp decline in the
second iteration, and then performance significantly improved
for the third. The model was clearly improved compared to the
Baseline results, except for the anomaly with the OneR second
iteration.

Figure 5 shows a near-perfect Decision tree performance
regardless of the iteration or feature selection method used. All
the results were over 99%, although there is a slight decline
with the selected features across the iterations. This points to
the model’s ability to deal effectively with noisy data.

KNN shows a very similar pattern with both OneR and IG
feature selection, as shown in Figure 6. Its result improved on
the second iteration but slightly declined on the third. Overall,
its performance was very good across all iterations.
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0 s o

Naive Bayes Decision Tree KNN SNN LSTM
M Accuracy (%) 65 99.92 91.24 81.46 81.15
W Precision (%) 94.85 99.92 91.24 67.8 65.85
® Recall (%) 65 99.92 90.25 81.46 81.15
M F1Score (%) 75.37 99.92 90.55 73.13 72.7

FIGURE 3 Baseline algorithm performance.
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OneR 1st  OneR 2nd  OneR 3rd IG 1st 1G 2nd IG 3rd
mAccuracy (%) 64.23 15.32 95.54 64.23 94.22 95.15
m Precision (%) 94.7 95.15 93.31 94.7 92.63 93.25
m Recall (%) 64.23 15.32 95.54 64.23 94.22 95.15
F1 Score (%) 74.77 13.84 94.29 74.77 93.2 93.99

FIGURE 4 Naive Bayes performance comparing Information Gain
and OneR across the three iterations. OneR, One Rule.
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100 99
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99.8 98.5
99.7
99.6 98
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99.4 97.5
99.3 97
99.2
99.1 96.5
99
98.9 96
OneR 1st OneR 2nd OneR 3rd OneR 1st  OneR 2nd OneR 3rd
mAccuracy (%) 99.89 99.8 99.38 99.89 99.73 99.26 m Accuracy (%) 97.87 97.96 98.56 97.87 97.87 97.83
m Precision (%) 99.89 99.8 99.37 99.89 99.73 99.29 m Precision (%) 97.68 97.9 98.4 97.68 98.16 97.11
mRecall (%)  99.89 99.8 99.38 99.89 99.73 99.26 mRecall (%)  97.87 97.96 98.56 97.87 97.74 97.83
F1 Score (%) 99.89 99.8 99.37 99.89 99.73 99.27 F1 Score (%) 97.48 97.67 98.42 97.48 97.87 97.32

FIGURE 5 Decision tree performance compating Information Gain
and OneR across the three iterations. OneR, One Rule.

IG 1st IG 2nd 1G 3rd

99.5

99
98.5
98
il
97

OneR 1st  OneR 2nd OneR 3rd

m Accuracy (%) 97.92 99.29 99.1 97.92 99.28 99.03
m Precision (%) 97.82 99.28 99.09 97.82 99.27 99.06
m Recall (%) 97.92 99.29 99.1 97.92 99.28 99.03

F1 Score (%) 97.86 99.28 99.09 97.86 99.27 99.05

FIGURE 6 KNN performance comparing IG and OneR across the
three iterations. 1G, Information Gain; KNN, K-Nearest Neighbours;
OneR, One Rule.

SNN accuracy can be seen to improve from iteration to
iteration with OneR feature selection, while with IG in Figure 7,
it had the same approximate accuracy across all iterations.

LSTM showed very good performance and also improved
across all iterations with both OneR and IG as shown in
Figure 8.

These results would all be discussed in more details in the
next section.

4.1 | Observations

It can be observed that there was a mix of similatities and
disparities between the IG and the one-rule feature selection
techniques. They both had 3 (proto, id,esp;, and missedyytes) of
the last 5 labels as the same, but only 1 (o7igpsytes) of the top
5 was the same. This clearly demonstrates that the application
of these feature selections could have a very different impact
on the performance of the models. Naive Bayes gave the most
inconsistent results and also the worst performance among all
the models, while the decision tree remained consistent across
all the iterations for both feature selection methods. It was also
observed that the second iteration with 9 features had the best
results for both OneR and IG across all the models, with one
exception of Naive Bayes with OneR.

FIGURE 7 SNN performance comparing Information Gain and
OneR across the three iterations. IG, Information Gain; OneR, One Rule;
SNN, Sequential Neural Network.

3rd

OneR 1st  OneR 2nd OneR 3rd

©
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©0
~
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©
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©
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[te]

mAccuracy (%) 96.45 97.96 98.3 96.45 97.92 98.21
m Precision (%) 95.06 97.9 98.36 95.06 97.9 98.13
m Recall (%) 96.45 97.96 98.3 96.45 97.92 98.21

F1 Score (%) 95.31 97.67 98.02 95.31 97.39 97.92

FIGURE 8 LSTM performance comparing Information Gain and
OneR across the three iterations. IG, Information Gain; LSTM, Long
Short-Term Memory; OneR, One Rule.

The algorithm results will be discussed in more detail in
Section 5.

5 | DISCUSSION

This study aimed to utilise honeypot data to improve cyber-
attack detection in IoT systems. The raw dataset is saved as
log files to generate the dataset into a CSV file. The dataset
was normalised, missing values were filled in, and feature
selection was performed on the dataset to rank the relevance
of the features, as seen in Tables 6 and 7. Thirteen (13)
features were first used on all the machine learning models,
and the neural network models, then nine (9) features were
used, and finally, five (5) features were used across all selected
models. The performance of the neural network models
improved with reduced features, but there was no defined
pattern for the machine learning algorithms. The focus of this
discussion is on the result of the selected machine learning
and neural networks algorithm; while other results in this
study are important, they are not necessary for further anal-
ysis in demonstrating how the use of honeypot data can
improve cyber-attack detection and overall security of IoT
networks.
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5.1 | Insights from results

It can be observed from the result that Naive Bayes had the
lowest score in all the evaluation criteria across all iterations. In
the first iteration of OneR, its precision was high, but recall and
accuracy were low. This suggests that while the algorithm
correctly identifies attacks when it says there is one, it misses a
lot of actual attacks, which could be detrimental to the IoT
device. The second iteration with OneR has extremely low
accuracy and recall, suggesting that it is not a good fit for IDS
detection for IoT network traffic, but this was not the case
with IG where it performed well. The third iteration presents
the best results, with all metrics returning high values. With the
most variable scores, ranging from 15.32% to 95.54% in ac-
curacy, this suggests that it is highly sensitive to the dataset or
conditions under which it is applied, but with the right features
selected, its performance is more stable and reliable. Overall,
Naive Bayes performance was the most erratic with feature
selection, and in real-time scenarios where traffic data input is
not clearly defined and pruned, the model will not be ideal for
such a scenario.

On the other end, the Decision Tree consistently ranked
highest on all metrics across all iterations of both Feature
Selection methods. This suggests that the Decision Tree al-
gorithm is very effective at identifying attacks in the given
IoT network traffic regardless of what features are available;
this implies the ability to perform well even in noisy data. A
gradual decline was observed across all metrics as the features
were reduced. This suggests that in real time, the decision tree
will perform well in identifying attacks on IoT networks.
Although, with the remarkably high scores across all metrics,
nearly touching 100% in most cases, this could indicate a
perfect or near-perfect model and raise concerns about
overfitting, as decision trees are known for that.

After the decision tree, KNN performed the second best
with high performance across all metrics, iterations, and similar
results with both feature selection methods. The best perfor-
mance was the second iteration, and its worst was the baseline,
suggesting that it performs better without noisy data. Overall,
this indicates good generalisation and effective detection ca-
pabilities, and it seemed to be a bit more balanced and devoid
of overfitting, as with the possibility of such with a decision
tree.

SNN also consistently performed highly across all metrics
but slightly lower than Decision Trees and KNN. The model
improves progressively as features are reduced, which suggests
it performs better without noisy data. Its high performance
also indicates its effectiveness. However, it was a lot more
computationally intensive as running a single iteration took far
longer, even after the epoch and batch size were reduced to 25
each. This suggests that while it would be a great tool for post-
attack analysis, it might not be so effective for real-time
applications.

LSTM performance was also similar to SNN, which
improved progressively with fewer features. It had lower
accuracy in the first iteration but improved in subsequent
ones, such as SNN; this could indicate that these neural

network models may require more sophisticated setups or
hyperparameter tuning. LSTM was also computationally
intensive, although it took less time and resources than SNN.
It also took more time than KNN and decision trees; thus,
the application for real-time detection might be less
resource-ceffective when compared to the machine learning
models.

52 |
dataset

Validating the model with MedBIoT

Our models were applied to the MedBIoT dataset to evaluate
the performance and compared with the work by ref. [48] for
both binary and multi-class classifications. The rationale for
using this dataset is that it is targeted at the IoT dataset and is
one of the popular datasets researchers use. Machine learning
was then applied to the dataset. Three algorithms were used for
both binary and multi-class classifications; Decision tree,
KNN, and Random Forest (RF). The same four metrics of
accuracy, precision, recall, and f1 score wete used to evaluate
the performance in this study. The same parameter in Section 3
was applied to aid with the comparison.

The study found that Support Vector Machine showed low
results across all the metrics, and so it was not included in the
results.

Machine learning algorithms were applied to the MedBloT
dataset. RF performed best in the study by ref. [48] as seen in
Table 10; while our study did not utilise RE, the other two
algorithms were utilised, thus providing a basis for comparison.

As observed in Table 11, both KNN and Decision
Tree models from this study outperformed the same algo-
rithms when compared to results from the MedBIoT dataset in
Table 10 for the binary classification. The multi-class

TABLE 10 Binary classification results on MedBIoT dataset [48].

Model Accuracy Precision Recall F1 score
KNN 0.9025 0.9082 0.9025 0.9001
DT 0.9315 0.9448 0.9315 0.9293
RF 0.9532 0.958 0.9532 0.9481

Abbreviations: DT, Decision Tree; KNN, K-Nearest Neighbours; RF, Random Forest.

TABLE 11 Binary classification results on MedBIoT dataset.

Model Accuracy Precision Recall F1 score
KNN 0.9672 0.9673 0.9672 0.9673
DT 0.9723 0.9723 0.9723 0.9723
Naive Bayes 0.6023 0.6793 0.6023 0.5373
SNN 0.9598 0.9601 0.9598 0.9598
LSTM 0.893 0.8942 0.893 0.8927

Abbreviations: DT, Decision Tree; KNN, K-Nearest Neighbours; LSTM, Long
Short-Term Memory; SNN, Sequential Neural Network.

85UB017 SUOWWOD SARes.D 8|qedldde auy Aq pausenob a1e sajolfe YO ‘85N JO s3I 10} AR1q1T BUIUO AB]IM UO (SUORIPUOD-PUR-SLLLBY WD A8 | 1M ARe.d)[ou1|UO//SARY) SUORIPUOD pue SWwie 18U} 885 *[7202/90/L0] U0 Ariq1auljuo AB|IM ‘189 L AQ #802T ZoWS/6¥0T OT/I0P/W0D" A8 1M Afeiq 1 jouUO"UD1easaie /SNy Woly pepeojumod ‘0 ‘089LTE9Z



16 |

AHMED ET AL.

classification was further done in the study, which was the
same classification type the models in this research utilised.
Thus, it is imperative to compare the model results further
using the multi-classification criteria.

From the results in Table 12, it is evident that RF had the
highest performance in comparison to the other two. While
our study did not utilise the RF model, the performance results
of KNN and Decision tree as seen in Table 13 were higher
when compared with Table 12.

These results further show the effectiveness of the models
especially the decision tree and highlights demonstrate its
ability for efficient intrusion detection.

A lot of interesting conclusions can be drawn from this
research regarding the effectiveness of machine learning and
neural network techniques in detecting cyberattacks in IoT
systems. The implications of these lessons will be highlighted
for IoT Network Security:

® Real-time detection: Decision Trees and KNN offer the
best real-time attack detection based on their high scores
across all metrics. SNN and LSTM also offer high perfor-
mance across all metrics, but the computational requirement
and length of processing make them not the best of options
for real-time applications.

® False alarms: Naive Bayes, in its first iteration, had high
precision but low recall, which means fewer false alarms but
more missed detections. Again, Decision Tree and KNN
were the best-performing algorithms, with SNN and LSTM
also showing high performance across all iterations.

o Computational cost: Neural networks (SNN, LSTM) require
more computational resources, and thus if integrated with
IoT devices, they might not be ideal for IoT devices with
limited computational capabilities.

TABLE 12 Multi-class classification results on MedBIoT dataset [48].

Model Accuracy Precision Recall F1 score
KNN 0.8706 0.8849 0.8706 0.8505
DT 0.9516 0.9584 0.9516 0.9499
RF 0.9766 0.9824 0.9766 0.9657

Abbreviations: DT, Decision Tree; KNN, K-Nearest Neighbours; RF, Random Forest.

TABLE 13 Multi-class classification.

Model Accuracy Precision Recall F1 score
KNN 0.9492 0.9495 0.9492 0.9492
DT 0.9654 0.9654 0.9654 0.9654
Naive Bayes 0.6081 0.6339 0.6081 0.5576
SNN 0.9275 0.929 0.9275 0.9275
LSTM 0.8501 0.8569 0.8501 0.8505

Abbreviations: DT, Decision Tree; KNN, K-Nearest Neighbours; LSTM, Long
Short-Term Memory; SNN, Sequential Neural Network.

e Feature selection: The performance varied significantly in
different iterations for Naive Bayes and slightly for LSTM
and SNN, indicating the importance of feature selection in
improving performance according to the model, specific
types of attacks, or network conditions. The decision tree
also demonstrated its effectiveness with or without fea-
ture selection, demonstrating its ability to work with noisy
data.

In summary, Decision Trees and KNN show the most
promise for general real-time use cases for cyber-attack
detection in IoT systems. The neural network also showed
improvement in performance across all metrics with feature
selection and thus could be highly effective where real-time
performance is not required. In practical applications, an
implementation of an IoT-specific honeypot and decision tree-
based IDS placed between the IoT network and the IoT de-
vices can be extremely beneficial in detecting cyber-attacks
and, hence, improving security in IoT devices.

From these results, it can be concluded that the application
of relevant machine learning algorithms can effectively
improve the detection of cyberattacks in IoT systems and, thus,
significantly reduce intrusion, especially for critical application
areas of IoT systems such as smart cities, smart grids, auton-
omous vehicles etc.

53 | Limitations
While this study offers valuable insights into improving secu-
rity in Smart Cities through machine learning approaches, a
notable limitation is the absence of real-life deployment of the
proposed solution on existing IoT devices and networks. This
aspect of the work will be explored in future research.

5.4 | Future application in edge devices with
federated learning approach

Federated learning is a distributed machine learning approach
where models are trained under centralised control on end-
points, end devices, organisations, or individuals without
necessitating the sharing of their local datasets. This ensures
data privacy throughout the training process. An edge server
periodically gathers the trained parameters to construct and
enhance a more precise and superior model. Subsequently,
the updated model is transmitted back to the edge devices for
local training [93].

In practical applications, our models can be deployed on
edge devices using a federated learning approach, which co-
uld significantly enhance attack detection in IoT networks
and devices. Federated learning was not utilised in this study
since the models were implemented as a proof of concept.
However, there is a plan to deploy them in a real-time IoT
network in the future. Additionally, incorporating federated
learning approaches on edge devices will be considered as part
of future work.
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6 | CONCLUSION AND FUTURE WORK

This study makes significant strides in advancing the field
of IoT security using honeypot raw data to generate a lab-
elled dataset and machine learning and deep learning algo-
rithms. Machine learning and neural network algorithms
were then applied to this dataset. The robustness of this entire
research approach is underscored by the promising results,
which indicate substantial practical benefits in threat detection
capabilities. Moreover, the research findings are not merely
academic exercises but have real-world applicability in
improving the security posture of IoT deployments.

The decision tree was the best-performing algorithm, and
it maintained a consistent level of performance with the
highest results ranging from 99.38% to 99.92% across the
baseline in the first, second and third iterations with OneR
feature selection on the IoT Dataset. The accuracy results
ranged from 99.26% to 99.92% with IG feature selection when
the same iterations were applied to the dataset. This consis-
tency was maintained and validated with the MedBIoT dataset,
achieving results of 97.23% and 96.54% for the binary and
multi-class  classifications, respectively, demonstrating the
model's effectiveness.

While the current study provides valuable insights, there
are several avenues for future research. The dataset used was
derived from raw data traffic, and acquiring more IoT
honeypot-labelled datasets could significantly benefit both
research and industry. Extending similar research to practical
IoT applications such as healthcare, smart-grid, and smart
homes, is another area for future exploration. Additionally,
the scalability of the proposed security solutions could be
examined to ensure they can be integrated into larger, more
complex IoT ecosystems without compromising perfor-
mance. Finally, the real-time applicability of the findings is
an important future consideration; future research could
focus on developing real-time threat detection and mitiga-
tion systems based on the data and insights generated by
this study.
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