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Automatic Compliance Checking (ACC) within the Architecture, Engineering, and Construction (AEC) 
sector necessitates automating the interpretation of building regulations to achieve its full potential. 
Converting textual rules into machine-readable formats is challenging due to the complexities of 
natural language and the scarcity of resources for advanced Machine Learning (ML). Addressing these 
challenges, we introduce CODE-ACCORD, a dataset of 862 sentences from the building regulations 
of England and Finland. Only the self-contained sentences, which express complete rules without 
needing additional context, were considered as they are essential for ACC. Each sentence was manually 
annotated with entities and relations by a team of 12 annotators to facilitate machine-readable rule 
generation, followed by careful curation to ensure accuracy. The final dataset comprises 4,297 entities 
and 4,329 relations across various categories, serving as a robust ground truth. CODE-ACCORD 
supports a range of ML and Natural Language Processing (NLP) tasks, including text classification, 
entity recognition, and relation extraction. It enables applying recent trends, such as deep neural 
networks and large language models, to ACC.

Background & Summary
Building codes establish regulations and standards dictating the minimum safety and welfare requirements 
for buildings and structures. Compliance with these codes throughout a building’s lifecycle, including design, 
construction, and renovation/demolition, is essential to guarantee the stability, safety, usability and reliability 
of building designs. Although compliance checks have traditionally been conducted manually, there is now 
a growing motivation to automate this process due to the significant time and human resources demanded 
by the manual approach1,2. The advancement of more semantically rich Building Information Models (BIMs) 
has further encouraged this tendency, making Automated Compliance Checking (ACC) achievable3. However, 
since building codes are written in text, as the first step, their underlying information needs to be extracted 
and converted into machine-readable formats to enable ACC via an intelligent approach4. However, extracting 
information from text has been a challenge due to the complexities associated with natural language, especially 
due to the unstructured nature and the human-centred design5,6.
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Early efforts in machine-readable rule formalisation focused on developing software tools and predefined 
procedures that domain experts could use to format textual information into rules manually. One such approach 
involved RASE tagging7, which annotates text blocks into requirements (R), applicabilities (A), selections (S), 
and exceptions (E), together with metadata to help formulate rules8. Another approach used an object-oriented 
procedure to filter declarative (or computer-interpretable) clauses and extract their physical entities and attrib-
utes, creating an elemental view of building regulations to facilitate easier information processing3. Similarly, 
a logical rule-based mechanism using noun and verb phrases was introduced for Korean building codes9. 
However, the manual conversion process was time-consuming and required the constant involvement of domain 
experts, prompting researchers to seek automated solutions.

Building on this trend, rule-based approaches were commonly used to extract information from regulatory 
text to generate machine-readable rules10–13. Both semantic and syntactic features have been used to design 
the rules, considering the complexities associated with the text. These methods were also integrated with var-
ied natural language processing (NLP) techniques, such as syntactic parsing that analyses text structure using 
domain-specific context-free grammars (CFGs) to improve accuracy4,14. However, rule-based methods generally 
lack adaptability across different domains since most rules are specific to a particular domain15. Also, design-
ing rules requires intensive manual efforts, which are time-consuming and error-prone and demand exten-
sive domain expertise. To mitigate these difficulties, there has been a shift towards supervised learning-based 
approaches, recently. Deep learning techniques, in particular, have shown great promise for extracting infor-
mation from regulatory texts, aligning with the recent trends in NLP16–19. Various architectures such as 
Bidirectional Long Short-Term Memory (Bi-LSTM), Convolutional Neural Networks (CNN) and transformers 
have been adopted to extract information effectively4,15,20–22. More recently, this task has also been approached as 
a machine translation problem, converting text into formats like LegalRuleML23 using advanced text generation 
models such as T5 and BART24.

While supervised learning approaches overcome some challenges of earlier methods, such as reducing the 
need for extensive involvement of human or domain experts and saving time, they rely heavily on high-quality 
annotated data for training. Various strategies have been employed to annotate regulatory data and capture key 
information. For instance, one study introduced a dataset in JSON format aligned with an ontology for Chinese 
building codes14. Another applied a similar approach to German building codes, using data-specific attributes 
defined by domain experts25. However, these datasets are often limited to specific domains (e.g. fire protection) 
or locations (e.g. Vienna), as they depend heavily on predefined information structures like ontologies. Such 
dependencies make the annotation strategies difficult to adapt to other domains or regions, requiring significant 
revisions to the underlying structures. Additionally, there is a noticeable lack of openly available datasets.

To address these limitations, this study aims to develop a simple annotation strategy that can be generalised 
across building codes from different sub-domains and regions. Our approach focuses specifically on extracting 
information from natural language, which poses challenges due to its unstructured nature. On closer exami-
nation, text typically consists of two fundamental types of information: (1) entities (also referred to as named 
entities) and (2) relations, which are essential for understanding the conveyed ideas26. An entity is a specific 
piece of information or a concept that can be categorised, or simply, anything that can be referred to using a 
proper name26. For example, given the sentence “A fire door must be self-closing.”, “fire door” and “self-closing” 
describe entities. A relation is a semantic connection/association between an entity pair26. For example, there is 
a “necessity” relation between the entities “fire door” and “self-closing” in the above sentence. Altogether, entities 
and relations form a network/knowledge graph that captures the rule(s) expressed in the text. Building on this 
concept, we propose an annotation strategy based on a generic set of entities and relations to convert unstruc-
tured text into machine-readable formats. Using this strategy, we annotated a dataset named CODE-ACCORD 
and made it publicly available to encourage the adoption of modern NLP and supervised learning techniques to 
advance the ACC processes.

In summary, the CODE-ACCORD corpus comprises 862 self-contained sentences extracted from the 
building regulations of England and Finland. A self-contained sentence is defined as a regulatory sentence 
that expresses a rule and contains all the details itself without any linguistical co-references that are unresolv-
able within the sentence, references to external sources or incomplete/ambiguous concepts. Such sentences 
are essential for ACC as they express rules that can be directly extracted and interpreted without extensive 
cross-referencing or additional context. Each sentence was manually annotated for entities and relations, with 
subsequent rounds of curation to ensure accuracy. Overall, CODE-ACCORD contains 4,297 annotated entities 
distributed across four categories and 4,329 relations distributed across ten categories.

Methods
The development of the CODE-ACCORD corpus involved two main stages: (1) data collection and (2) data 
annotation. Initially, sentences were carefully extracted, and then, they underwent a thorough annotation 
process, resulting in the final dataset.

Data collection methodology.  Our data collection approach mainly focused on extracting sentences that 
describe rules from building regulatory data to support our ultimate goal of creating a dataset that enables the 
automatic generation of machine-readable rules.

Data sources.  CODE-ACCORD utilised the published building regulations of England and Finland, which 
are openly available, as its primary/raw data sources. England’s building codes were collected from the offi-
cial website of the UK Department for Levelling Up, Housing and Communities and the Ministry of Housing, 
Communities and Local Government (https://www.gov.uk/government/collections/approved-documents). 
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Finland’s building codes were collected from the official website of the National Building Code of Finland from 
the Ministry of Environment (https://ym.fi/en/the-national-building-code-of-finland).

The English translation of the Finnish National Building Code was used as this work aimed to build a corpus 
in English. England’s building regulations included the guidelines and standards that dictate the construction 
and maintenance of buildings in England. These regulations were designed to ensure the safety, health, and 
welfare of people in and around buildings, as well as to conserve fuel and power in these structures. They cover 
various aspects of building construction, including structural integrity, fire safety, accessibility, energy efficiency, 
and more. These regulations are organised into different chapters or sections, each of which addresses a specific 
domain or aspect of construction, such as Part A: Structure, Part B: Fire Safety, Part K: Protection from Falling 
and Part L: Conservation of Fuel and Power. Finland’s building regulations are similar to England’s regulations 
in terms of their purpose but may have variations in specific requirements to suit the local context. They are 
issued as official government decrees organised into sections or chapters, such as Accessibility, Fire Safety and 
Energy Efficiency, each addressing specific domains or functional requirements. These regulations mainly guide 
the planning, design, construction, and maintenance of buildings to meet the country’s standards for safety and 
environmental considerations.

In both England and Finland, building regulations are published in PDF documents which are available 
online to the public. There is a combined total of 33 documents, consisting of 23 documents for English regula-
tions, which span 1548 pages, and 10 documents for Finnish regulations, covering 140 pages. Table 1 presents 
the statistical overview of the data sources encompassing both English and Finnish regulations.

Sentence collection and processing.  We processed the data from the sources mentioned above to create our 
initial regulatory sentence collection, following the methodology illustrated in Fig. 1. We excluded England’s 
documents C, D, H and J from further processing due to the complexities associated with their format. Initially, 
all PDF documents sourced from both English and Finnish data repositories were converted into plain text. 
Following this, a semi-automated process was applied to filter regulatory sentences. During the filtering, we 
particularly focused on data that encompasses quantitative, subjective, and deontic requirements, essential for 
rule identification. Afterwards, the extracted sentences were manually filtered to select self-contained sentences 
that clearly expressed rules without relying on preceding or subsequent sentences. Each of the steps is further 
described below.

Document processing.  This step consists of (i) extracting the textual data from the original PDF for-
mat using the PDFMiner library (https://pypi.org/project/pdfminer/), (ii) parsing the digital regulatory 

Regulations Approved Document/Decree #Volumes #Pages

England

A: Structure 1 54

B: Fire Safety 2 384

C: Site preparation and resistance to contaminates and moisture 1 52

D: Toxic Substances 1 10

E: Resistance to Sound 1 86

F: Ventilation 2 110

G: sanitation, hot water safety and water efficiency 1 55

H: drainage and waste disposal 1 64

J: Combustion appliances and fuel storage systems 1 89

K: Protection from falling, collision and impact 1 68

L: Conservation of fuel and power 2 220

M: Access to and use of buildings 2 143

O: Overheating 1 44

P: Electrical safety 1 22

Q: Security in dwellings 1 20

R: Infrastructure for electronic communications 2 56

S: Infrastructure for charging electric vehicles 1 47

Material and workmanship: Approved Document 7 1 24

Finland

Accessibility 1 6

Fire Safety 1 25

Energy Efficiency 1 18

Planning and Supervision 1 7

Strength and Stability of Structures 1 55

Safety of Use 1 9

Health (Indoor Climate; Water and sewerage; and Humidity) 3 16

Acoustic Environment 1 4

Total 33 1688

Table 1.  Description and Statistics of CODE-ACCORD data sources.
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documents by performing actions like de-hyphenation, removing line breaks and footnotes, and (iii) removing 
the non-convertible tables and figures, and unnecessary sections.

Sentence splitting.  This step consists of splitting the regulatory text into individual sentences by analysing word 
sequences and punctuation marks to determine sentence boundaries. To accomplish this, we used the sentence 
tokeniser provided by the Natural Language Toolkit (NLTK) library (https://www.nltk.org/).

Sentence filtering.  This step initially involved an automatic filtering process to select sentences that per-
tain to regulations based on three distinct features described below. The filtering was performed using a 
keyword-matching approach.

•	 Quantitative requirements refer to specific stipulations that can be expressed numerically or with quantita-
tive terms. These requirements often specify precise values, measurements, or numerical criteria that must be 
met to ensure compliance with the regulations. Examples of quantitative requirements may include keywords 
such as “less than”, “greater than”, “equal”, “at least”, “higher than”, “more than”, “lower than”, followed by 
numerical values or thresholds. The quantitative requirements are considered since they are mostly used in 
building codes for describing requirements4.

•	 Subjective requirements are stipulations that involve the use of subjective language or expressions. These 
requirements are not defined by precise numerical values or measurements, but rather by language that con-
veys recommendations, preferences, or suggestions. Subjective requirements often include terms like “should 
be”, “recommended”, “preferred” or “advisable”. While subjective in nature, these requirements are important 
in building regulations as they allow for flexibility and adaptation to different situations while still providing 
a framework for best practices and quality standards. To the best of our knowledge, existing research in the 
field of applying NLP for the automation of building regulations has not addressed subjective requirements in 
their analyses, methodologies, or datasets4.

•	 Deontic logic pertains to the logic that deals with the expression of permissions, obligations, prohibitions, 
and other normative statements. It is used to represent rules and requirements that are binding or mandatory, 
such as rules that specify what “must”, “shall”, “could” or “prohibit” within building regulations. Deontic logic 
plays a crucial role in modelling the normative aspects of these regulations, providing a formal framework to 
represent and reason about mandatory and discretionary requirements. Similarly to the subjective require-
ments, deontic logic has not been extensively considered in previous research efforts. This is primarily due 
to the focus of most research on quantitative requirements, given their higher frequency within building 
regulations4.

Following the automatic filtering, the next step involved manual curation to ensure the accuracy of the filtered 
sentences. One of the authors manually reviewed and removed false positives from the automatically filtered 
(auto-filtered) sentences, resulting in the semi-filtered sentence set, which was then used in subsequent steps.

Sentence annotation.  The final step included manual annotation of filtered sentences to identify self-contained 
sentences, which are defined as sentences that encompass all necessary details without any linguistic co-references 
that cannot be resolved within the sentence itself. Moreover, self-contained sentences should not include refer-
ences to external sources, such as sections, chapters, or documents, and should avoid the inclusion of incomplete 

Fig. 1  The Semi-Automatic CODE-ACCORD Data Preparation Methodology.
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or ambiguous concepts. Our work specifically focused on self-contained sentences because they convey rules that 
can be directly extracted without requiring cross-referencing or additional context that needs to be resolved by a 
human. This allows their information extraction and machine-readable rule formalisation to be fully automated. 
Non-self-contained sentences were excluded from the final regulatory sentence collection.

Sentence statistics.  After applying the semi-automatic data collection methodology to the selected data sources, 
we obtained some noteworthy statistics summarised in Table 2. The total number of sentences was 20,674, out 
of which 5,043 were subjected to auto-filtering for capturing regulatory sentences, representing 24% of the total 
sentences in the building regulations textual content. However, during the curation process of auto-filtered 
sentences, an unintended consequence of the sentence-splitting approach was noticed in a few documents due 
to conversion errors caused by PDF formatting. Some sentences were found to be grouped together with sec-
tion and subsection headers, and introductory sentences that often contain colons and semi-colons, resulting 
in incorrect sentence structures. To address this, manual tweaking was carried out during sentence filtering to 
extract the sentences carefully. The combined sentences were cross-checked against the original documents, and 
additional elements were removed. Following this step, the false positives in auto-filtered sentences were also 
removed resulting in 4,459 semi-filtered sentences. From these, 1,246 self-contained sentences were manually 
extracted for the annotation task described in the following section.

Data annotation methodology.  In data annotation, we primarily focused on extracting information from 
text to facilitate automatic rule generation. There are two key types of information found in the text: named enti-
ties and relations, which are essential for comprehending the ideas conveyed in natural language26. Hence, our 
primary focus in this work was on annotating entities and relations.

For CODE-ACCORD manual annotations, we used a group of 12 annotators with either a computer sci-
ence or a civil engineering/construction background. Since this work targets the automation of compliance 
checking using machine learning concepts, we believe it is important to involve experts from both areas in 
the annotation process. All the annotators are from the ACCORD project (https://accordproject.eu/) and 
received allocated compensation for the work packages involved in this task. We used the LightTag text anno-
tation platform27 to collect human annotations, considering its coverage of different text annotations, includ-
ing entities and relations, project management support and user-friendly interfaces. We provide an overview 
of our annotation methodology, highlighting the key concepts below. More detailed information is available 
in our comprehensive annotation manual (https://github.com/Accord-Project/CODE-ACCORD/blob/main/
annotated_data/Annotation_Strategy_V1.0.0.pdf). Further details on annotation quality are provided in the 
Technical Validation section.

Entity annotation.  By named entity/entity, we refer to a specific piece of information or a concept that can be 
categorised. Simply, named entities are anything that can be referred to using a proper name26.

Entity categories.  Following the idea proposed in4,15, we picked four named entity categories, described in 
Table 3, for entity annotation. However, deviating from previous work, we adopted a simple category structure, 
mainly aiming at the generalisability of our annotation approach across different subdomains, such as structure, 
fire safety and accessibility, when defining the named entities. Also, we considered the coverage of all information 
in a regulatory sentence.

Annotation process.  The entity annotation process mainly consisted of two steps: (1) mark entity text spans 
and (2) assign entity categories. A few annotated samples are shown in Table 4. As can be seen, the selected cat-
egories are versatile enough to capture all entities in different sentence structures. Also, these samples are from 
Accessibility and Fire Safety regulations to indicate the general applicability of our annotation strategy in different 
subdomains.

Relation annotation.  Relations are semantic connections/associations among entities in the text26. Extraction 
of relations together with entities is a crucial process to transform information embedded in unstructured texts 
into structured data formats such as knowledge graphs.

Relation categories.  Due to the lack of generic, non-domain-specific relation annotation approaches in com-
pliance checking, after carefully analysing the possible relations in the regulatory text, we identified ten relation 
categories, detailed in Table 5. Similar to our approach in defining entity labels, we mainly focused on the gener-
alisability across different subdomains and coverage of semantic information when identifying the relation cate-
gories. The final category, ‘none’, is added considering the potential model requirements for identifying instances 
without relation between entity pairs.

Regulations #Sentences #Auto-filtered Sentences #Semi-filtered Sentences #Self-contained Sentences

England 19201 4219 3695 963

Finland 1473 824 764 283

Total 20674 5043 4459 1246

Table 2.  Statistics of the outputs of CODE-ACCORD semi-automatic data preparation methodology.

https://doi.org/10.1038/s41597-024-04320-x
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Annotation process.  Overall, the relation annotation process consisted of four steps: (1) mark entity text spans, 
(2) assign entity categories, (3) identify entity pairs which form relations, and (4) assign relation categories. This 
task has proven more challenging than entity annotations, primarily due to its multiple intricate steps and the 
potential for error propagation. However, we instructed the annotators to adhere to the entire flow and extracted 
entity and relation annotations upon completing the second and fourth steps, allowing them the flexibility to 
highlight all relevant content simultaneously. Furthermore, this approach enabled them to review the provided 
annotations by examining the final entity-relation representation. We only applied the manual annotation pro-
cess targeting the first nine entity categories without the ‘none’ category because once all the available relations 
are known, the remaining possible entity pairs form the no relations. Table 6 shows a few annotated samples 
following the complete process.

Data Records
The CODE-ACCORD dataset is available at https://doi.org/10.5281/zenodo.1021002228. The data repository 
contains three main folders: English_Regulations, Finnish_Regulations and Annotated_Data. The first two folders 
include the textual data utilised for sentence collection, and the latter contains the annotated data, as further 
described below.

Sentence collection.  There are separate data folders, named English_Regulations and Finnish_Regulations 
for England’s and Finland’s regulatory text, respectively. Each folder’s hierarchy is structured as follows. Within 
the main data folder, there are two primary sub-folders. The first sub-folder, PDF, contains the original PDF files 

Table 3.  Entity categories.

Table 4.  Sample named entity annotations.

Relation Description

selection A limit to the scope of an object/property based on another object or a quality

necessity A qualitative/subjective/existential necessity of an object/property (e.g., should, should have, shall be, etc.)

part-of Being a part of an object/property

not-part-of Not being a part of an object/property

greater A value that should be greater than to

greater-equal A value that should be greater than or equal to

equal A value that should be equal to

less-equal A value that should be less than or equal to

less A value that should be less than to

none No relation

Table 5.  Relation categories.

https://doi.org/10.1038/s41597-024-04320-x
https://doi.org/10.5281/zenodo.10210022
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of the regulations documents. The second sub-folder, Text and CSV, is where TXT and CSV versions of the PDF 
files are stored after undergoing various pre-processing stages. This Text and CSV sub-folder consists of eight 
sub-folders, each corresponding to a specific pre-processing step. They are meticulously organised in sequential 
order to facilitate systematic data handling. The first sub-folder, RawTextData, contains the initial raw text data 
obtained through PDF-to-text conversion. The subsequent sub-folder, CleanedData-RawText, holds the cleaned 
data derived from the initial raw text. AllSentences sub-folder contains all sentences extracted from the cleaned 
text. Next, AutoFilteredSentences comprises sentences that have been automatically filtered, following the spe-
cific criteria described in the Data Collection Methodology above. ManuallyFilteredSentences contains manually 
curated sentences to ensure consistency and remove unnecessary content. The FinalFilteredSentences sub-folder 

Table 6.  Sample relation annotations.

https://doi.org/10.1038/s41597-024-04320-x
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stores the ultimate raw text of the semi-automatically filtered sentences after eliminating empty lines and redundant 
information. Moving on, CSV-FinalFilteredSentences presents the sentences from the FinalFilteredSentences folder 
in CSV format, preparing the data for the final sub-folder, Classification which categorises the sentences as either 
“self-contained” or “others”, where only the self-contained sentences were considered for final data annotation. This 
structured hierarchy streamlines the data processing and analysis of regulations documents, ensuring an organised 
and efficient workflow.

Annotated data.  A randomly selected 862 sentences out of 1246 self-contained sentences extracted from the 
building regulations of England and Finland underwent our comprehensive data annotation process, targeting both 
entities and relations, which are essential for extracting information from text. All annotated data are available in 
Annotated_Data folder. There are two sub-folders named entities and relations within it, which hold entity-annotated 
data and relation-annotated data, respectively. Each folder has three CSV files named all.csv, train.csv and test.csv. 
File all.csv contains the full dataset. train.csv has 80% of the full dataset, which can be used to train machine learning 
models, and test.csv has the remaining 20%, which can be used for models’ performance testing. All three files within 
one folder follow the same format. The entity and relation data file formats are further described below.

Entity data format.  The format of an entity data file available within the entities folder is summarised in Table 7. The 
entity annotations are available in the BIO (Beginning, Inside, Outside) format, which is considered the standard for 
information extraction tasks29, as shown in the sample in Fig. 2. object and quality tags shown in the figure are two 
categories of the selected entity categories, which are further described in the Data Annotation Methodology above.

Relation data format.  The format of a relation data file available within the relations folder is summarised in 
Table 8. We adopted the following format to tag the entity pair denoting the relationship within a data sample, in 
accordance with formats utilised in recent studies18,30:

The special tags <e1> and </e1> represent the start and end of the first entity that appeared in the sentence. 
Similarly, <e2> and </e2> represent the second entity.

Descriptive statistics.  The statistical analysis of the final annotated dataset is vital for future efforts that will 
use CODE-ACCORD as a resource for automating the conversion of textual rules into machine-readable formats, 
facilitating Automated Compliance Checking (ACC).

Attribute Description

example_id Unique ID assigned for each sentence

content Original textual content of the sentence

processed_content Tokenised (using NLTK’s wordtokenize package) textual content of the sentence

label Entity labelled sequence in IOB format

metadata Additional information of sentence (i.e. original approved document from which the sentence is extracted)

Table 7.  Format of entity data file.

Attribute Description

example_id Unique ID assigned for each sentence

content Original textual content of the sentence

metadata Additional information of sentence (i.e. original approved document from which the sentence is extracted)

tagged_sentence Sentence with tagged entity pair

relation_type Category of the relation in between the tagged entity pair

Table 8.  Format of relation data file.

Fig. 2  Sample of entity labels in BIO format.

https://doi.org/10.1038/s41597-024-04320-x
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Entity statistics.  Our final entity annotated dataset contains 862 sentences. It has 4,297 entities distributed over 
four categories, as shown in Fig. 3. The illustrated distribution of the number of entities per sentence in Fig. 4 
provides a detailed insight into the annotated data. As can be seen, most sentences contain up to five entities. 
We further analysed the sequence lengths of text spans from each category, and the resulting histograms are 
presented in Fig. 5. Most of the entity spans are composed of one or two words/tokens. However, overall, there 
are more lengthy text spans under quality than in the other categories.

Relation statistics.  Altogether, we annotated 862 sentences, resulting in 3,329 relations. We automatically iden-
tified the unannotated entity pairs within sentences as unrelated entity pairs which belong to the ‘none’ category. 
Out of 8,104 samples categorised as ‘none’, we included a random subset of 1,000 in our final dataset to ensure 
a balanced distribution with other relations. The breakdown of a total of 4,329 relations across ten categories is 

Fig. 3  Distribution of entity categories.

Fig. 4  Distribution of the number of entities per sentence.

https://doi.org/10.1038/s41597-024-04320-x
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depicted in Fig. 6. Additionally, Fig. 7 illustrates the distribution of the number of relations per sentence. Most 
sentences contained two or three relations, although a minority had over ten relations.

Technical Validation
Annotation quality.  We employed several methods to ensure the quality of the annotations. The annotation 
strategy was initially designed based on two fundamental types of information in the text (i.e. entities and rela-
tions) along with available methods. It was then refined through multiple iterations, incorporating feedback from 
several domain experts. Additionally, we conducted two rounds of test annotations with a team of two annotators 
familiar with the strategy to validate its feasibility and coverage before finalising it.

We conducted the annotations for both entities and relations in multiple rounds. The first round served 
as a training session for the annotators. They were given sufficient time to review the annotation strategy and 
examples, with additional clarifications provided upon request before beginning the round. After this round, a 
question-and-answer session was held to address any queries with the help of several domain experts. The actual 
annotation rounds then began, with a total of seven rounds. Each sentence was independently annotated by two 
or three annotators through these rounds.

To measure the quality of annotations, we calculated Inter Annotator Agreements (IAAs) throughout our 
rounds. As the entity IAA, we used the pairwise relative agreement of entities. The annotator A’s agreement with 
Annotator B is calculated using Eq. 127. An entity annotated by one annotator is considered a match to an entity 
by another annotator only if the marked text span and assigned label are equal. Figure 8 summarises the distri-
bution of entity IAA values obtained throughout the annotation rounds. The mean IAA is 0.37, with a maximum 

Fig. 5  Sequence length distribution of annotated text spans as entities.

Fig. 6  Distribution of relation categories.
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of 0.66. The task’s complexities (i.e. two-step annotation process and domain-specific knowledge requirements) 
and strict matching criteria used during the agreement calculation can be identified as the primary factors 
contributing to this distribution. However, given the further complexities associated with relation annotations 
following its four-step process, we limited our IAA calculations only to entities.

A’s agreement with B Number of B’s entities matched with A’s entities
Total entitie sannotated by B (1)

 =

To enhance the accuracy of the annotations, each annotation round was followed by a curation round to 
determine the final annotations. Three members from the annotation group, who are domain experts, served as 
data curators. Their curation jobs were carefully assigned without any overlaps with the annotation jobs. During 
curation, the final annotations for all entities and relations with disagreements between annotators have been 
decided by the curator, considering the proposed annotations and the overall entity-relation representation of 
each sentence. Additionally, the content of each sentence was cross-checked against the final entity-relation 
representation or knowledge graph to confirm its completeness and to verify that all relevant information in the 
text was accurately captured.

Fig. 7  Distribution of the number of relations per sentence.

Fig. 8  Distribution of entity IAA values.
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Data splits quality.  Alongside the complete annotated dataset, CODE-ACCORD offers two data splits: train 
and test, for each annotation type (i.e. entities and relations). Each train split comprises 80% of the correspond-
ing full dataset and is intended for training machine learning models. The remaining 20% forms the test splits, 
designed for evaluating model performance. It is essential to ensure an equivalent class distribution across data 
splits, as it directly affects the model training and evaluation procedures and the overall accuracy of the final 
model. Thus, we used stratified sampling to create these splits, ensuring that the class distribution in each split mir-
rors that of the original data. We further validated this fact using exploratory data analysis resulting in Figs. 9, 10,  
which illustrate the distribution of entity and relation categories in the train and test data splits, respectively, 
demonstrating the consistency of distributions across these splits.

Code availability
CODE-ACCORD GitHub repository is available at https://github.com/Accord-Project/CODE-ACCORD/.
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