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Abstract
Social media platforms such as Twitter (currently X) have become important sites 
of public discourse and participation. Researchers have attempted to identify and 
collect Twitter data within a certain country or region in order to answer research 
questions within a particular locale. However, location information of tweets 
is limited. Tackling the case of public blaming of minorities on Twitter in the 
context of the COVID-19 pandemic in the UK, we present a method for identifying 
UK-based tweets and analyse two types of datasets that we collected and processed: 
(a) tweets with UK location-tags (labelled as location-specific data and referred to as 
UK datasets); and (b) tweets with UK location-tags and / or user profiles containing 
potential UK location information (labelled as location-open data and referred to 
as ALL datasets). The empirical results reveal that the overall sentiments in the 
two dataset types align in the same direction, but the location-specific datasets 
contain more extreme discourses (i.e., more positive and more negative sentiments 
and fewer neutral sentiments). Furthermore, in the location-specific datasets, the 
range of theme areas is narrower, although the themes still grasp the essence of 
the discussion about blaming minorities found in the larger dataset. The findings 
demonstrate strengths and limitations of the two dataset types and that the location-
specific data can be suitable especially when the available research resources are 
insufficient for collecting or processing larger datasets. Nevertheless, we propose 
that future research may consider comparing smaller and bigger datasets to test 
differences between these for other topics for which specific locations may be of 
particular interest.
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Introduction

Social media was an important site of public discourse and participation during the 
COVID-19 pandemic. As the pandemic produced widespread feelings of threat, 
uncertainty and lack of control, ethnic and religious minorities in particular appeared 
to become the centre of critique and blame in the virtual space and especially on 
social media. As a result, researchers have attempted to identify and collect data 
from social media users based in specific geographic locations, aiming to answer 
questions about blame and hatred discourse online within certain countries or 
regions.

This paper draws upon the authors’ study of online blaming of minorities in the 
UK during the major public health crisis of COVID-19 to test a methodological 
approach to the collection, selection and analysis of geographically specific online 
public discourse. Twitter-based discourse was selected for analysis, as Twitter 
(currently X) is the most prominent social media platform used for public discourse 
and one that, at the time of writing this paper, granted access to and analysis of 
secondary data.1 Unlike Facebook, where users focus on relationship maintenance 
and emotional connection, Twitter is ‘more able to reveal the structural inequality 
of pandemic experiences for racial communities’ [1]. Relatedly, Chen et  al. [2] 
have argued that the increasing usage of Twitter data for biopolitical research is 
due to Twitter data being multilevel and multifaceted and the fact that even plain 
text tweets can provide rich information such as the distribution of sentiments 
and themes, users’ personality or other individual characteristics and information-
sharing behaviours.

At the same time, studies on social media discourse analysis [3, 4] show that 
researchers struggle to provide a satisfactory method to collect Twitter data within 
a certain country or region because only 1–2% of tweets are estimated to have 
location tags [5]. Qazi et  al. [6] suggest that the use of small-scale datasets may 
not adequately capture the breadth of public sentiment and discourse. Besides 
this tweet-level location information, which can vary in real time with users’ 
movements, other types of location data include location mentioned in content 
of tweets and in user profiles. These are freeform values which might be fuzzy or 
invalid, posing challenges in accurately tracking location based on the values. This 
makes the methodological discussion of the location of Twitter data particularly 
important and timely. Researchers have proposed various approaches for identifying 
the location of tweets, but these methods have several challenges, such as significant 
time requirements, high computational demands, or low accuracy [3, 6–8]. Solving 
this methodological difficulty is substantively important because public discourse 
is likely to vary significantly by context. In the absence of accurate location 
information, the analysis of Twitter discourse becomes global in focus, and this is 
likely to mask important contextual differences in discourse.

1  Twitter announced on 2nd February 2023 that free access to Twitter API was no longer allowed.
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For our analysis, we selected the online discourse concerning blaming and 
racist or hate speech about the role and liability of ethnic and religious minorities2 
(i.e., BAME3 communities) in the global public health crisis of COVID-19. This 
pandemic produced widespread feelings of threat, uncertainty and lack of control, 
prompting the blaming of groups believed to be liable, with ethnic and religious 
minorities being particularly targeted [11–13]. Indicative of this is that in the period 
of the pandemic, there was an increase of hate crimes directed at those perceived 
to be Chinese [14, 15]. The higher COVID-19-related mortality among ethnic 
minorities also meant these groups were likely to be blamed for the continued spread 
of the virus, while vaccine hesitancy [16] may have also contributed to further 
othering and blaming of victims for their own deaths [17].

Social media became a key site of discourse on blaming ethnic and religious 
minorities during COVID-19 [18]. In the UK, for instance—with over 57 million 
active social media users as of February 2022 (84 percent of the UK population) and 
social media penetration well above the global average [19]—there were prominent 
instances of blaming or shaming of ethnic and religious minorities for the spread 
of COVID-19 on social media. For instance, minorities were accused of ignoring 
social distancing rules and were said to still be allowed to attend religious services 
and festivals during national lockdowns [20].

To facilitate the study of Twitter and other sites of discourse in a particular 
geographical context—such as that related to minorities in times of COVID-
19 in the UK—this paper presents and tests a method for Twitter data sampling, 
collection, selection and processes in order to capture location-based data. The paper 
reflects on the tested method through discussion of a series of findings derived from 
the comparative analysis of location-tagged (labelled as ‘location-specific’) and 
‘location-open’ Twitter datasets and, hence, it draws methodological lessons from 
tackling the timely issue of blaming of ethnic and religious minorities in a particular 
locale during a public crisis.

The next section sets the research context of the study. Then, we present an 
overview of the design of the study and, after that, a detailed presentation of the 
method for collection of location-specific Twitter data. The penultimate section 
presents the empirical testing of the two dataset types, and, through presentation 
of a series of findings, it reflects on the methodological lessons derived from our 
findings. The paper closes with a series of conclusions and recommendations for the 
future study of online discourse of large numbers of users/members of the public 
(for instance, discourse in times of crisis) and within specific geographical contexts.

2  ‘Ethnic minorities’ refers to all ethnic groups except the White British group [9] while ‘religious 
minorities’ refers to those identifying with any religion apart from the majority religion in the UK, Chris-
tianity [10].
3  ‘BAME’ in the UK refers to ‘Black, Asian and Minority Ethnic’ [9].
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Research background

Broadly speaking, studies of public opinion traditionally use quantitative surveys 
or qualitative interviews and focus groups to capture citizens’ attitudes and 
experiences. In more recent years, the Internet and digital media platforms have 
opened up an opportunity for citizens to discuss social issues and develop civic 
culture [21]. Social media platforms such as Twitter and Facebook arguably provide 
the medium for online discourse of political, social and other public issues and 
thus constitute an online public sphere for citizens’ democratic participation [22, 
23]. Twitter, as a microblogging site, is often used by politicians and citizens to 
communicate and debate before election campaigns. Hence, more and more public 
opinion studies collect and analyse social media data which are available in the 
public domain. Based on a systematic literature review of 127 studies addressing 
the use of Twitter in election campaigns, 104 studies analysed digital trace data, 
while a small proportion collected data via surveys, experiments or interviews, thus 
confirming the importance of Twitter data in election, public opinion and public 
discourse analysis [24].

Twitter has also become an important site of public discourse during crises and 
major events, and this was especially the case during the COVID-19 pandemic. 
With the emergence and spread of COVID-19, the UK and many other countries 
instigated a lockdown policy whereby citizens were physically restricted to  their 
homes and began to increasingly use social media platforms such as Twitter and 
TikTok to share information or experiences during the pandemic [25, 26]. Fear and 
anxiety are known as common responses to infectious outbreaks [27] and these 
emotions and the loneliness under lockdown had a negative impact on individuals’ 
mental health [28]. Whilst Internet users sought support and socialised through 
social media in the emergence and spread of COVID-19, they were also exposed to 
misinformation and conspiracy on Twitter, Facebook and other platforms [29, 30].

Blaming ethnic and religious minorities during the pandemic also occurred over 
social media [31]. Croucher et al. [32] found that social media channels facilitated 
misinformation and biased attitudes towards Asian-Americans,4 and that those con-
suming this information have, in turn, internalised it. In their study of social media 
discourses toward four ethnic communities in the United States—Asians, Blacks, 
Hispanics, and Native Americans—Lu and Liu [1] found that the Black community 
suffered structural inequality, racism, and discrimination and adopted an inward-ori-
ented coping strategy during the pandemic, while other ethnic communities experi-
enced a more implicit form of inequality and adopted an outward-oriented coping 
strategy that resulted in these communities developing coalitions with other com-
munities to face discrimination during the pandemic. Looking into possible explana-
tions, automated content analysis of the transcripts of 2,152 trending COVID-19-re-
lated YouTube videos in six countries conducted by Ng [34]—the United States, 
Brazil, Russia, Taiwan, Canada, and New Zealand—found that fear content vastly 

4  In the United States, ‘Asian’ is primarily used to refer to people of Far Eastern origin, while in the UK, 
‘Asian’ often refers to people whose ancestry is from Pakistan, India, Bangladesh and Sri Lanka [33].
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overshadowed efficacy content in all six countries and particularly in countries such 
as Russia and Brazil, where the government response to the pandemic was particu-
larly inadequate.

As a result of these phenomena as well as the spread of information / 
misinformation online, a growing body of literature has examined public responses 
to COVID-19 on social media using computational social science methods [35]. 
For instance, Boon-Itt and Skunkan [36] studied public perceptions of the COVID-
19 pandemic on Twitter using topic modelling and sentiment analysis, whilst Xie 
et al. [37] employed a similar approach to analyse public responses to COVID-19 
on Weibo, a Chinese microblogging site. Lee et al. [38] studied public discourse on 
Twitter about COVID-19 in South Korea and Japan using Python for data collection 
and then word rank and frequency analysis, dividing the words into four categories: 
social distancing, prevention, issue, and emotion.

After reviewing a range of studies on social media public discourse analysis 
generally and related to the COVID-19 pandemic, it became evident that collecting 
tweets from a specific country or region to understand public discourse within a 
particular geographic context can be exceedingly difficult. An easy and commonly 
used approach is to collect data with location-tags [39, 40]. However, the availability 
of tweets containing location tags is limited, which raises questions about their 
representativeness of the wider discourse within a country or region. Our study 
presents and tests a data collection and selection method to identify larger—
and potentially more representative—datasets from users in a specific location. 
Additionally, we examine whether smaller datasets, comprised of tweets with 
location-tags (labelled as ‘location-specific’ data), reflect or differ from the broader 
discourse found in the larger location-open datasets. Given that researchers no 
longer have free access to Twitter API for data collection, it is more practical for 
researchers to gather smaller volumes of data for their studies. This shift underscores 
the importance of determining whether a smaller dataset can effectively capture 
public discussion on specific issues and in defined contexts.

Focusing on the case of public blaming of minorities on Twitter in the context of 
the COVID-19 pandemic in the UK, this paper presents and tests a novel approach 
to collect and select what we label as ‘location-open’ data, namely tweets with user 
profiles containing potential UK location information in addition to tweets with 
UK-based location-tags. Since none of the previous studies of Twitter has applied 
a process for the comparison of location-tagged data with other approaches that 
capture much larger datasets of location-based data, this study reflects on and draws 
recommendations on how the parameter of ‘location’ can generate a different range 
and quality of findings from Twitter data with a case study of public discourse on 
ethnic and religious minorities during the pandemic in the UK. Based on sentiment 
analysis and computational thematic analysis, which have been demonstrated to 
yield a comprehensive understanding of public discourse [36, 37], we compare 
the smaller location-tagged data with the larger location-open data, employing 
an innovative approach to construct the latter dataset. Our comparison of the two 
datasets draws conclusions about the strengths and limitations of both dataset types, 
with implications for researchers studying online/social media data when research is 
geographically and context specific.
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Hence, this paper explores the following research questions:

1.	 What are the main methodological steps and associated pitfalls in the collection, 
selection and comparative analysis of location-specific and location-open Twitter 
data?

2.	 What are the variations in the nuances of the findings regarding the themes and 
sentiments in Twitter discourses when comparing location-specific and location-
open data, and what are the associated lessons for researchers?

In what follows, we overview the design of the study before presenting the 
method of location-open data collection and selection and the analytic comparison 
with the location-specific dataset, which address the research questions above.

Research design

Data sampling and collection

For the purpose of collecting tweets related to COVID-19, we drew upon recent 
studies on use of Twitter during COVID-19 generally [41] and use of Twitter to 
discuss minorities more specifically [20], and used the following keywords to 
retrieve relevant tweets:

#covid?19uk OR #covid?2019uk OR coronavirus OR covid OR #coronavirus 
OR #covid OR #covid19 OR #covid2019 OR #covid-19 OR #covid-2019 
OR #covid_19 OR #covid_2019 OR #covid?19 OR #covid?2019 OR 
#coronavirusuk OR #coviduk OR #covid19uk OR #covid2019uk OR #covid-
19uk OR #covid-2019uk OR #covid_19uk OR #covid_2019uk

The ‘OR’ logic was used in order to retrieve tweets that meet any of the criteria.
Another key parameter in the query was timestamp which was used to define 

the timeframe of the tweets to be collected. Through initial testing, we found that 
approximately 2 million tweets in each week matched the above keywords and it 
took approximately 15  h to collect the data for one random week of data within 
the entire period of the pandemic, indicating that the data volume during the whole 
pandemic would be huge and collecting all the data would be particularly time 
consuming. Thus, in our study, two one-week periods were selected for analysis, 
with the aim being to evaluate the ability of our methods to detect discourse about 
minorities. Our first one-week-period for analysis occurred when wider (non-
Twitter) discourse was likely to include a strong focus on minorities; our second 
one-week-period occurred when wider (non-Twitter) discourse was less likely to 
include a strong focus on minorities.

The first one-week period selected was the seven-day period after Conservative 
Party MP Craig Whittaker stated that ‘It is the BAME communities that are not tak-
ing this seriously enough’ in an interview with LBC which was published on LBC’s 
website on 31 July 2020, 8:33am [42] and widely publicised [43–45]. Prior to this 
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statement, Eid al-Fitr had been celebrated at home instead of communal prayers and 
gatherings due to COVID-19 restrictions. Consequently, BAME communities, par-
ticularly Muslims, were very likely to feel aggrieved by the statement. We were also 
interested in finding out whether non-BAME individuals would express agreement 
with Whittaker’s statement. The data collection timeframe was set from 31 July 
2020, 8:33am to 7 August 2020, 8:33am. July 2020 was also the month in which a 
record high number of racially or religiously aggravated offences (hate crimes) was 
recorded [46]. The expectation was that Whittaker’s statement and its timing would 
generate a wealth of tweets/reactions in the social media realm of relevance to the 
purpose of the study. The second one-week time period selected was the end of the 
month that witnessed the lowest amount of hate crime (January 2021) and was a 
month for which we are unaware of any major events that would have been likely to 
trigger large amounts of Twitter discourse on minorities. The data collection time-
frame for this one-week period was set from 31 January 2021, 00:00am to 7 Febru-
ary 2021, 00:00am. All in all, the tweets collected in the two weekly timeframes 
were those that allowed us to identify keywords, themes and sentiments in Twitter 
discourses that mentioned COVID-19, while they expectedly contained varying fre-
quency and a range of tones in their references to ethnic and religious communities 
in the UK.

In the data collection process, we considered a few other parameters, such as 
the language of tweets (only tweets in English were collected), whether to collect 
retweets and replies of tweets or not (retweets and replies were excluded), location 
of the tweets (tweets with UK-based location tag and tweets without location tag 
were collected, see below), information about the tweets (i.e., tweet fields), author of 
the tweets (i.e., user fields), and location of the tweets (i.e., location fields) when the 
tweets had a location tag (see Table 1).

Data collection and pre‑processing

Two queries were used to collect the data for each time period. The first was with 
the parameter ‘location’ with value “UK” in order to collect tweets with a UK-based 
location tag, and the second was without the parameter ‘location’ for the purpose 
of collecting all the eligible tweets regardless of whether the tweets have a location 

Table 1   Other parameters in search query

Parameters Values

Language English
Retweet No
Reply No
Location UK/NA
Tweet fields id, text, author_id, created_at, source, public_metrics
User fields id, name, username, created_at, location, verified
Location fields id, name, full_name, country_code
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tag or not. Python was used to automatically request and save all the collected data. 
After data collection and de-duplication, two datasets were created for each time 
period. For the time period related to Craig Whittaker’s statement in July—August 
2020, we collected 5775 UK-based tweets (labelled as UK-0 dataset) and 2,028,066 
all eligible tweets (labelled as ALL-0 dataset). For the January—February 2021 
period, we collected 5769 UK-based tweets (UK-0 dataset) and 1,446,506 all 
eligible tweets (ALL-0 dataset).

Transformer-based Natural Language Processing (NLP) is a state-of-the-art 
method of processing large amounts of natural language data. In the study, we 
planned to use NLP to conduct sentiment analysis and computational thematic 
analysis of the collected tweets. Computational thematic analysis combines 
computational topic modelling and qualitative thematic analysis, which can take the 
advantage of both methods [47]. However, NLP of tweets is challenging because 
of the variety of forms of information in Tweets such as URLs and emojis [48]. 
Therefore, data pre-processing was conducted with the purpose of facilitating the 
NLP. Two Python libraries were used to pre-process the collected Tweets. The 
first library is emoji which is used to convert emojis to emoji names (e.g., covert 

 to ‘clapping hands’), and the second one is ekphrasis [48] which is used to 
remove URL and e-mail, check and correct spelling errors, unpack hashtags and 
contractions, restore elongated words, and change the capital words to lowercase 
ones.

Method for identifying location of tweets

The aim of our original study was to understand UK public discourse surrounding 
minorities during the pandemic. The volume of UK-0 (location-tagged) datasets 
was much smaller than expected, raising concerns about the reliability of inferences 
about the public discourse, while ALL-0 (unprocessed location-open) datasets could 
not be used for understanding the public discourse in the UK due to containing data 
from all over the world. Thus, we devised a method to indirectly identify location of 
tweets (Fig. 1).

Specifically, we took consideration of previous studies and their methods of 
tracking tweets’ locations. Several methods have been used in location tracking 
[49], with two of the most widely used methods analysing users’ historical tweets 
and parsing location information in user’s profile or mentioned in content using geo 
datasets or geocoding API. The first method has been used by Mahmud et al. [3], 
Lau et  al. [7], Lamsal et  al. [4], and Simanjuntak et  al. [50]. These studies have 
achieved good performance in location tracking; however, the collection and analysis 
of historical tweets requires a considerable amount of time and computing power. 
It is indicative that the studies mentioned above analysed less than 1,000 users. 
Burton et al. [51], Ntompras et al. [8], Qazi et al. [6], and Nguyen et al. [52] have 
employed the second method, tracking location by matching location information 
in user profiles with other databases containing location information. However, the 
performance of this method in location tracking has not been satisfactory because 
the above-mentioned studies only matched location information in user profiles 
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with other databases once, and some of the databases are not very comprehensive, 
which engendered several inaccuracies. Geocoding API, such as Google Maps API 
and OpenStreetMap Nominatim API, is also a commonly used approach in location 
tracking. It converts textual location data in user profiles or content into geographical 
coordinates, allowing automated processing of large amount of data efficiently and 
with promising precision [53–55]. However, this approach relies heavily on the 
accuracy and completeness of the location information provided by users, which 
may contain human errors of inaccurate geographic information [53, 54].

In our study, based on the location information in users’ account profile in our 
ALL-0 datasets, we categorised the data into three types: (a) tweets without location-
tag or information about location in user profiles, (b) tweets without location-tags 
but with user profiles containing location information, and (c) tweets with location-
tags. The first group of tweets were excluded because no location information could 

Fig. 1   Data processing steps
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be used to identify where the tweets were tweeted from.5 For the second group, 
the location information in user profiles was used as an indicator of the location of 
tweets. For the third group, tweets from the UK were selected directly by location-
tag, which is the same as the data in our UK-0 datasets.

Given that the location information specified in the user profile is a freeform 
value which might be fuzzy or invalid, it was processed in order to filter out non-
UK-based locations. More specifically, in this case, the location information was 
processed in three steps. In the first step, a database containing 69,771 location 
names in the UK, including administrative divisions (e.g., shires, cities), names 
of some institutions (e.g., universities, hospitals) and other types of locations, 
was found from GeoNames [56], which claims to ‘cover all countries and contain 
over eleven million placenames’. This database also specifies which country (i.e., 
England, Wales, Scotland and Northern Ireland) each location belongs to. Based on 
this database, programming on Python was used to match the names of locations 
from the user profile in two6 ALL-0 datasets (original location) with the names of 
locations from the GeoNames database. For each original location, if the match 
was successful, the name of location and which country this location belongs to 
would be returned. If the match was unsuccessful, the original locations would be 
split by comma or space because some of the original locations were too detailed 
to be successfully matched. For example, some original locations are ‘London, 
England’, while only ‘London’ or ‘England’ instead of ‘London, England’ exists in 
the GeoNames database. Therefore, unsuccessfully matched original locations were 
split and each part of the original location was matched with the name of locations 
from the GeoNames database. If the match was still unsuccessful, it meant that 
the original location does not belong to the UK, or the original location was not 
included in GeoNames database. This suggested that while aiming at an optimal 
degree of location matching, an absolute 100 percent matching was not possible. 
After this, two new datasets (for the 31 July—7 August 2020 and 31 January—7 
February 2021 periods) containing all the successfully matched original locations 
were generated.

An additional problem with the above method was that some locations in other 
countries were categorised as belonging to the UK, such as ‘New York’. The reason 
for this problem is that ‘New York, USA’ was split into ‘USA’ and ‘New York’, 
and ‘New York’ exists in GeoNames database for the UK. Thus, in a second step, a 
Python library, GeoText, which contain mainly major cities worldwide, was applied 
to filter out locations that are indeed in other countries.

For the original locations that were labelled as other countries, we found 
that some of them are in the UK but are categorised as other countries because 
the locations in the GeoText database are mainly major cities and while some 

5  Such tweets are expectedly excluded. The purpose of new location tracking methods is not to analyse /
cover all the tweets, but to increase the proportion of tweets that can be location tracked to the maximum 
possible degree.
6  Recall that we collected data during two one-week periods; these two datasets are analysed separately, 
given the very different contexts discussed above.
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location names represent small cities in the UK, they represent major cities in 
other countries. For example, the original location ‘Thornton, Cleveleys UK’ was 
categorised as being in the US because ‘Thornton’ is the name of a village in the 
UK while it represents a small city in the US. In order to minimise such a prob-
lem, in a third step, the original locations that were categorised as other countries 
in the newly built datasets in the second step were filtered by the six keywords 
‘UK’, ‘United Kingdom’, ‘England’, ‘Wales’, ‘Scotland’ and ‘Northern Ireland’. 
If one original location was categorised as if it was located in other countries but 
contained one of these keywords, it was re-categorised as if located in the UK. 
After that, the tweets with UK location-tags, and the original locations labelled as 
‘UK’, ‘null’, and other countries while containing one of the six above-mentioned 
keywords were merged, and the duplicates were removed.

After data screening, we ended up with 166,364 tweets (ALL-1 dataset) 
from the ALL-0 dataset (see Fig. 1) in the selected July—August 2020 week and 
151,750 tweets (ALL-1 dataset) from the ALL-0 dataset in the selected January—
February 2021  week. As a final step in the process, we tested the accuracy of 
location tracking. Specifically, we first randomly sampled 250 users from each 
of two ALL-1 datasets, and then manually labelled their locations. After that, a 
confusion matrix was used to compare the manually labelled and automatically 
labelled results (Table  2). Accuracy of the automatically labelled results was 
0.96, indicating that the automatic approach of tracking Twitter location 
performed well. The confusion matrix also shows that some locations in the UK 
were labelled as a location in other countries, while none of the locations outside 
the UK was labelled as a location in the UK, indicating that all tweets included 
in our analysis were UK-based, despite the fact that some UK-based tweets were 
excluded.

Hence, the presented method achieved an accuracy of 96% in tracking Twitter 
location by: (a) tracking the location of Twitter users on the basis of the location 
information in their profile; (b) matching the location information with the names 
of locations from the GeoNames and GeoText databases successively, and (c) 
matching keywords (‘UK’, ‘United Kingdom’, ‘England’, ‘Wales’, ‘Scotland’ 
and ‘Northern Ireland’) to address the problems that arose when matching the 
location information with datasets. Based on these steps, we produced two 
ALL-1 datasets—which contain tweets with UK location-tags and tweets with 
user profiles providing potential UK location information—from the two ALL-0 
datasets. In what follows, we empirically test the implications of our method for 

Table 2   Confusion matrix of 
two ways of location labelling

Automatically 
labelled

UK non-UK

Manually labelled UK 42 20
Non-UK 0 438

Accuracy = 0.96, Precision = 1.00, Recall = 0.67, F1-score = 0.81
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location identification by analysing the ALL datasets (location-open data) and 
UK datasets and comparing the findings obtained from each of these.

Empirical testing of the method for location identification

We now turn to the question of whether identifying location matters for the insights 
obtained from social media data about public discourse on themes such as blaming 
minorities during a public crisis. That is, we assess the potential substantive value 
of the method of location identification presented above. We do this by analysing 
both location-specific and location-open datasets and identifying similar and 
different patterns of themes and sentiments in the analysed data. The purpose is to 
show whether the data sampling, collection and selection method for identifying the 
location of the tweets has resulted in the collection of two very different datasets or 
not and also to reach lessons for future researchers with limited resources regarding: 
(a) the strengths and limitations of using smaller datasets; and (b) the importance 
of identifying the location of online/social media data when research has a clearly 
defined geographical scope.

Techniques and processes

To conduct the data analysis for assessing the extent to which identification of 
location matters, we chose 13 keywords that were relevant to the study’s focus on 
ethnic and religious minorities in the UK: race, white, muslim, bame, eid, asian, 
leicester, bradford, china, chinese, india, africa, ethnic. Based on this list of 
keywords, the following number of tweets from the ALL-1 and UK-0 datasets were 
selected for analysis: 241 in  the UK dataset and 5763 in the  ALL dataset for the 
July—August 2020 week; 125 in the UK dataset and 3,696 in the ALL dataset for 
the January—February 2021 week. The tweets in the UK datasets include location 
tags and are also part of the ALL datasets, and users of all the tweets have location 
information in their profiles. Therefore, about 3.73% of tweets have location tags in 
this study. Unlike surveys, which can ask the respondents about their demographic 
information, it is challenging to ascertain users’ backgrounds using social media 
data, as user profiles are unlikely to contain information such as income which are 
often used to determine users’ economic status in survey studies. Moreover, users 
may not be willing to disclose their authentic demographic details on their profiles 
and some social media accounts are bots or represent organisations rather than 
individuals. Consequently, it becomes difficult to determine who is more likely to 
use location tags in their tweets. This requires further investigation in future studies.

Transformer, the state-of-the-art machine learning model that is rarely 
used in social science, was used to conduct computational thematic analysis 
and sentiment analysis where appropriate (see below). As for computational 
thematic analysis, a sentence transformer model, Contextulized Topic Models 
(CTM) that uses pre-trained representations of language, was used to conduct 
computational topic modelling to identify N topics in the collected tweets [57]. 
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Comparing with Latent Dirichlet allocation (LDA), the widely used method for 
topic modelling that takes input documents as Bag-of-Word and may neglect the 
inherent syntactic and semantic relations among the words in a document [58], 
CTM has proven to generate more coherent topics [57]. CTM was firstly used 
to generate different numbers of topics (N value) in both UK datasets and the 
number of topics with the highest coherence score was selected as the best N 
value. For the UK dataset in the July—August 2020 week, the best N value was 
20 topics, and the best N value for the  UK dataset in the January—February 
2021 week was 10 topics. After that, CTM was used to generate 20 topics in the 
UK and ALL datasets (see Fig.  1) in the July—August 2020  week, and 10 
topics in  the UK and ALL datasets in the January—February 2021  week. For 
each topic, CTM returned the top 15 words that could best describe the topic. 
In order to better understand the theme of each topic, we retrieved the top 30 
tweets that were most likely assigned to each topic based on the possibilities 
given by CTM. Each tweet was assigned to a topic based on the results of topic 
modelling, but the same tweet could appear in multiple topics. Subsequently, 
qualitative thematic analysis was conducted following Braun and Clarke’s [59] 
guidelines and involving collaborative discussion among the four authors. The 
computationally derived topics and tweets were reviewed for the purpose of 
identifying emerging patterns, and the themes were generated in this process. 
Then, the themes were reviewed to investigate whether they were distinct from 
each other and whether they reflected all tweets included in the dataset. This 
resulted in the identification of 5 themes in the UK dataset and 14 themes in the 
ALL dataset for the July—August 2020  week, as well as 3 themes in  the UK 
dataset and 8 themes in the ALL dataset for the January—February week.

As for sentiment analysis, pysentimiento [60], a Transformer-based model, 
was used, as computer science researchers have proved that this model achieves 
a good performance in sentiment analysis [61]. Previous studies conducted 
sentiment analysis using human coders or relying on sentiment dictionaries 
[62–64], but these techniques are time-consuming and may bias results due 
to subjectivity and the lack of context. The Transformer-based models have 
been proved to perform much better in sentiment analysis than such previous 
methods [65]. For each tweet, pysentimiento returned the possibility of the 
tweet belonging to different sentiments (i.e., positive, neutral, negative), and the 
sentiment with the highest probability was chosen as the sentiment of that tweet. 
Positive was coded as 1, neutral was coded as 0, and negative was coded as -1, 
and the sentiment of the four datasets was calculated based on the sentiment 
of each tweet in the respective dataset. In addition, the sentiment of each 
keyword in the four datasets was calculated based on the sentiment of the tweets 
containing the keyword, and the sentiment of each theme in the four datasets 
was calculated based on the sentiment of the tweets belonging to each theme.

What follows reports a series of findings obtained from our datasets as well as 
the commonalities and discrepancies from the datasets.
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Findings

Sentiments in the datasets

Table 3 shows the overall sentiments in all four datasets and the possibility of each 
dataset belonging to different sentiments (i.e., sentiment distribution). Overall, 
sentiments in both the UK and ALL datasets each week align in the same direction, 
consistently showing negative sentiments (Table 3). Moreover, the sentiments in the 
UK datasets are slightly more positive than the corresponding ALL datasets. The 
sentiment distribution in the four datasets shows that  the UK datasets contained 
slightly more positive and more negative sentiments compared to the corresponding 
ALL datasets, where the proportion of neutral sentiment discourses was higher than 
in the corresponding UK datasets.

Table 3   Sentiments in ALL and 
UK datasets

The “Sentiment” row was calculated based on the sentiments of each 
tweet in the respective dataset

31 July—7 August 2020 31 January—7 
February 2021

UK ALL UK ALL

Positive 0.22 0.15 0.18 0.15
Neutral 0.3 0.44 0.48 0.54
Negative 0.48 0.41 0.34 0.31
Sentiment − 0.26 − 0.3 − 0.18 − 0.21

Fig. 2   Keyword sentiments
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Regarding sentiments of keywords7 in the datasets, Fig.  2 shows that, for the 
July—August 2020 week, similar sentiments were observed for a range of keywords 
in both the UK and ALL datasets, while sentiments for specific ethnic groups and 
locations, especially for Africa, Leicester and Chinese, were more negative in the 
ALL dataset than in the UK dataset. For the January—February 2021 week, Fig. 2 
shows that sentiments for most keywords are negative in both the UK and ALL data-
sets, while more negative sentiments against specific ethnic groups exist in the ALL 
dataset than in the UK dataset, with the only exception being the keywords China 
and Chinese. These results indicate that despite keyword frequency and sentiments 
sometimes being similar, in general, it might not be realistic to presume sentiment 
characteristics of particular keywords in location-specific datasets on the basis of 
those in larger, location-unfiltered datasets, and vice versa.

Themes in the datasets

Moving on to themes in the analysed data, for the July—August 2020 week, the 
computational thematic analysis identified 14 distinct themes within the ALL 
dataset and 5 within the UK dataset (Table  4). For the January—February 2021 
week, the computational thematic analysis revealed 8 themes in the ALL dataset 
and 3 in the UK dataset (Table 4). Based on a qualitative assessment of the content 
and underlying semantics of each theme, the common themes in the UK and ALL 
datasets were identified (subset of Table 4, common themes).

The UK datasets in the two examined weeks appeared to contain less coherent 
content than the content of tweets in the corresponding ALL datasets. This aligns 
with the finding that there are not many repeated or heavily weighted tweets 
in   the  UK datasets within each theme area. Hence,  the UK datasets exhibit less 
clarity and themes were more difficult to identify. In other words, the ALL datasets 
performed better in computational thematic analysis as the themes identified from 
the ALL datasets are more coherent and easier to understand.

At the same time, the range of theme areas contained in the UK datasets is nar-
rower than that in the corresponding ALL datasets. Some of the themes identified 
in the ALL datasets were not found in the UK datasets. For example, we observed 
themes such as ‘Support for BAME communities during COVID-19 pandemic’ and 
‘New lockdown in Northern England’ only in the ALL dataset of July—August 
2020 week, and themes such as ‘Investigation in Wuhan’ and ‘Impacts of COVID-
19 on India’ only in the ALL dataset of 31 January—7 February 2021 week (see 
Table  4). While both  the UK and ALL datasets contained themes related to the 
UK and BAME communities in the UK, which was the actual focus of the study, 
the ALL datasets also contained other themes, with a global span, as well as themes 
other than BAME communities. These differences show that, contrary to smaller 
location-tagged UK datasets, the  ALL datasets capture a global rather than a 

7  Negative sentiments of the keywords do not necessarily indicate negative sentiments towards minori-
ties. Many tweets with negative sentiments aim to convey dissatisfaction with Craig Whittaker’s state-
ment or the policies of the UK government in managing COVID-19.
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UK-centric perspective, with some of the themes being less likely to be directly rel-
evant to the context or region of focus.

Discussion and conclusion

This paper contributes to methodological understanding of Twitter data sampling, 
collection and selection in order to determine the location of online discourse 
without a location tag.

In our study, about 3.73% tweets were location-tagged. While this is higher than 
the 1–2% indicated by Twitter [5] and 0.072% by [6], the proportion remains notably 
low. Therefore, it is important that researchers use additional means to determine the 
likely location of tweets and compare with location-open tweets. This will inform 
other researchers with limited financial and human resources and/or capacity on: (a) 
the degree and importance but also traps in identifying the location of tweets when 
the research is region-specific and with a clearly defined geographical scope; (b) 
the similarities and differences in the results obtained in the comparative analysis of 
location-specific and location-open tweets for the purpose of tackling timely issues 
and (c) the strengths and limitations of using smaller and larger datasets, and the 
related selection of different types of datasets for analysis.

More specifically, this paper has presented a method for location-tracking of 
Twitter data, which can also be extrapolated to other digital platforms where 
location information is embedded within user profiles. Furthermore, this method can 
be instrumental in research oriented towards other countries because the databases 
used in this study (i.e., GeoNames and GeoText) encompass location information 
worldwide. Through empirical testing and by analysing sentiments and themes of 
two types of datasets, this paper also sheds light on understanding the strengths and 
limitations of both smaller and larger datasets on the basis of whether the tweets are 
location-tagged or not, hence providing insights into the selection of different types 
of datasets for analysis. This can be particularly useful in the context of the recently 
adopted X policy that does not allow free use of Twitter API.

Twitter (currently X) is used worldwide. However, it is difficult to identify 
tweets from a specific country or region for the purpose of research data collection. 
This has driven researchers to propose methodologies for collection and analysis 
of tweets from a specific location [3, 7, 8, 50, 51]. However, these approaches 
present various limitations, including being exceedingly time-consuming, costing 
considerable computing power, and low accuracy. Therefore, this paper presents 
and tests a methodology for location tracking in research of online discourses 
concerning a range of themes and discourses, such as discourses that have been 
generated by a large part of the public and are against or in favour of specific groups 
or communities in times of public crisis.

Thus, regarding the first question of this paper—What are the main 
methodological steps and associated pitfalls in the collection, selection and 
comparative analysis of location-specific and location-open Twitter data?—the 
method presented suggests the crucial role of screening and selection of tweets 
via suitable databases and machine learning tools as well as specific steps and 
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processes in the identification of location so as to be able to extract tweets from 
specific locales. At the same time, this method sheds light on some problems and 
lessons for future research. Specifically, because users’ profiles are free-form values, 
it proved impossible to accurately match location information in users’ profile to a 
city or country, even when three-step matching was used in the study. Nevertheless, 
for a large volume of data, this is still a workable way to identify locations of tweets 
when the research is region-specific and when tweets with a location tag are limited. 
Compared to previous studies analysing users’ historical tweets and tweeting 
behaviours [3, 4], our method takes much less time and less computing power when 
analysing a large volume of data. Based on our confusion matrix, the precision of 
our method is 1.00, suggesting that the unneeded data in this study (i.e., non-UK-
based tweets) was all excluded from data analysis, and the recall is 0.67, indicating 
that about one third of UK-based tweets were excluded. This could potentially have 
an impact on the results of our study, as it means that we may not have captured 
all the relevant data. While at least the unneeded data was excluded, the increase 
in the volume of data using our proposed processing techniques may increase its 
representativeness and coherence and help to compensate for the exclusion of 
needed data. Having said that, researchers must still be cognizant of the existence 
of potential traps (e.g., cities in different countries with the same name) and the lack 
of a method for ensuring 100 percent accuracy in the selection of location-specific 
data.

For empirically testing the method, we processed and compared tweets with 
location tagging with a larger set of tweets that included both location tagging and 
user profiles with a UK location, and reviewed the related insights and findings. On 
a general note, we support Chen et al. [2] in noting the increasing usage of Twitter 
data for biopolitical research due to Twitter data being multilevel and multifaceted 
and the fact that even plain tweet text can provide rich information, such as the 
distribution of sentiments and themes, personality or other individual characteristics, 
and information-sharing behaviours. On a more specific note, the results we obtained 
demonstrated the meaningfulness of comparison between location-specific and 
location-open Twitter data for the study of biopolitical phenomena, such as public 
feelings and discourses about minorities during a public health crisis.

Answering the second research question—What are the variations in the nuances 
of the findings regarding the themes and sentiments in Twitter discourses when 
comparing location-specific and location-open data, and what are the associated 
lessons for researchers?—the comparison between the two dataset types found that 
while keywords and sentiments in Twitter discourses were similar, they were mostly 
negative, with the location-tagged-only data containing more extreme discourses 
(i.e., more positive and negative and fewer neutral sentiments) than the larger 
datasets, as described above. As for the themes, the most discussed themes in both 
dataset types are BAME-related, such as calling on BAME communities to keep safe 
and get vaccinated, and the argument that BAME should not be blamed. Although 
common themes in both dataset types can only represent about one third of all 
themes, our analysis revealed that, while the location-specific datasets contain more 
narrow and less coherent themes, these still grasp the essence of the discussion about 
blaming minorities and may be utilised especially when resources are insufficient 
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for collecting, selecting or processing larger datasets. This is a potentially valuable 
insight for other scholars, given Twitter/X’s revocation of free access to its archive 
of tweets and the related restriction for researchers to only access a small corpus of 
tweets due to financial and time resource limitations.

The findings of this study show that (a) overall sentiments in the two types of 
datasets align in the same direction, but the smaller datasets contain more extreme 
discourses, (b) the smaller datasets can grasp the essence of the discussion about 
blaming minorities, but contain a narrower and less coherent range of theme areas 
and (c) the larger datasets have a more coherent but broader focus, with some of 
their themes being likely to be less relevant to the focus of a geographically or 
other context specific study. The empirical testing in our study has demonstrated 
certain strengths and limitations of the two methods, and researchers can select 
either of these methods on the basis of an evaluation of the respective strengths 
and limitations vis-à-vis the needs of their study. Thus, based on our results, if a 
researcher aims to gauge sentiments without over-representation of extreme 
discourses and also needs to identify a wide range of coherent themes/topics, then 
a larger dataset would be preferable. On the other hand, if the aim is to locate and 
analyse extreme discourses, among others, as well as to identify a narrow set of 
topics/themes that are more likely to be context-relevant, then the smaller dataset is 
preferable.

Nevertheless, it is important to note that further empirical testing of the presented 
method is needed, as the results of our study might not be applicable to all other 
research due to the differences in the research topics and types of data. We thus 
propose that future research concerning specific locations or contexts also tests our 
proposition and compares smaller with larger datasets.
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