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Abstract: Chest X-ray interpretation is essential for diagnosing cardiac and respiratory
diseases. This study introduces a deep learning ensemble approach that integrates Con-
volutional Neural Networks (CNNs), including ResNet-152, VGG19, EfficientNet, and
a Vision Transformer (ViT), to enhance diagnostic accuracy. Using the NIH Chest X-ray
dataset, the methodology involved comprehensive preprocessing, data augmentation, and
model optimization techniques to address challenges such as label imbalance and feature
variability. Among the individual models, VGG19 exhibited strong performance with a
Hamming Loss of 0.1335 and high accuracy in detecting Edema, while ViT excelled in
classifying certain conditions like Hernia. Despite the strengths of individual models, the
ensemble meta-model achieved the best overall performance, with a Hamming Loss of
0.1408 and consistently higher ROC-AUC values across multiple diseases, demonstrating
its superior capability to handle complex classification tasks. This robust ensemble learning
framework underscores its potential for reliable and precise disease detection, offering
significant improvements over traditional methods. The findings highlight the value of in-
tegrating diverse model architectures to address the complexities of multi-label chest X-ray
classification, providing a pathway for more accurate, scalable, and accessible diagnostic
tools in clinical practice.

Keywords: X-ray; VGG19; ViT; ResNet152; ensemble learning; deep learning

1. Introduction
Chest X-rays serve as a cornerstone of medical imaging, playing a pivotal role in the

diagnosis and management of a wide array of thoracic conditions, including respiratory
diseases, cardiac anomalies, and even malignancies. Their utility has become particularly
pronounced in recent years, especially during the COVID-19 pandemic, which underscored
the urgent need for rapid and accurate detection of lung-related diseases. Chest X-rays
remain one of the most accessible and cost-effective diagnostic tools globally, providing
critical insights into the structural and pathological states of the thorax. However, tradi-
tional manual interpretation of these images is not without limitations. Factors such as
the increasing workload of radiologists, diagnostic variability across practitioners, and the
inherent subjectivity of manual assessments present significant challenges. Additionally,
the growing demand for rapid and precise diagnoses further exacerbates these limitations,
particularly in resource-constrained healthcare systems [1,2].

The growing complexities in chest X-ray interpretation demand innovative solutions
that enhance efficiency, accuracy, and scalability. Advances in Artificial Intelligence (AI),
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particularly deep learning models such as Convolutional Neural Networks (CNNs) and
Vision Transformers (ViTs), have demonstrated transformative potential in medical imaging.
These models excel at detecting intricate patterns that may be challenging for the human
eye, leading to more precise and consistent diagnoses. Moreover, AI-driven systems can
process vast amounts of imaging data rapidly, making them well-suited for high-demand
clinical environments where timely decision-making is critical [3,4].

A significant strength of AI models lies in their ability to adapt and improve over
time. As medical imaging databases expand, these systems refine their predictive accuracy
and generalizability, enhancing diagnostic performance. This adaptability is particularly
valuable in resource-limited settings, such as rural hospitals and clinics, where access
to expert radiologists is limited. By providing standardized, data-driven insights, AI-
powered tools help mitigate diagnostic variability and reduce reliance on scarce medical
expertise, ensuring more consistent and equitable healthcare delivery [5,6]. Despite these
advancements, implementing AI in medical diagnostics is not without its challenges. Issues
such as dataset imbalance, model interpretability, and computational complexity remain
significant barriers to widespread adoption. The integration of CNNs and ViTs into a
unified framework offers a promising avenue for addressing these challenges. CNNs excel
in hierarchical feature extraction, while ViTs, with their self-attention mechanisms, are
adept at capturing long-range dependencies within images. Combining these strengths in
a hybrid model has the potential to create a system that is both robust and precise, capable
of addressing a wide spectrum of diagnostic requirements [7,8].

In this paper, we propose a novel hybrid deep learning framework that integrates
advanced CNN architectures (ResNet-152, VGG19, EfficientNet) and ViTs to address the
critical challenges of chest X-ray interpretation. By leveraging the complementary strengths
of these models, the proposed ensemble meta-model enhances classification precision and
robustness, even in the face of dataset imbalances and co-occurring disease labels. The
framework is rigorously evaluated using the NIH Chest X-ray dataset, one of the largest
and most comprehensive public repositories in this domain. Key contributions of this
work include:

• Novel Ensemble Architecture: We propose a unique ensemble framework that in-
tegrates Convolutional Neural Networks (CNNs) and Vision Transformers (ViTs),
effectively leveraging their complementary strengths to improve multi-label classifica-
tion accuracy. This hybrid design offers a new paradigm for combining spatial and
contextual representations in medical imaging.

• Comprehensive and Scalable Methodology: Our pipeline includes advanced pre-
processing, targeted data augmentation, and iterative model refinement, specifically
optimized for large-scale clinical datasets. This ensures that the proposed approach is
not only accurate but also robust and generalizable.

• Empirical Evaluation and Model Insights: The study provides an in-depth comparative
analysis of individual models and the ensemble configuration, highlighting their
respective strengths and guiding the ensemble’s design. The ensemble consistently
achieves superior metrics, including lower Hamming Loss and higher ROC-AUC,
validating the efficacy of the integration strategy.

• Clinical and Societal Impact: With its high accuracy and reliability, the proposed sys-
tem demonstrates strong potential for deployment in real-world clinical environments,
particularly in resource-constrained settings. This contributes to ongoing efforts to
improve diagnostic equity and accessibility through AI-powered solutions.

This research not only advances the state-of-the-art in AI-driven medical imaging but
also lays the groundwork for the integration of such technologies into clinical practice.
By addressing the limitations of existing approaches and providing a scalable, efficient,
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and accurate diagnostic solution, this study contributes to the broader goal of enhancing
healthcare delivery through technological innovation [9].

The structure of this paper is as follows: Section 2 presents the systematic literature
review, Section 3 details the proposed methodology, Section 4 discusses the results, and
Section 5 concludes the study while outlining potential future work.

2. Literature Review
The prominence of Convolutional Neural Networks (CNNs) in medical image analysis

is well-established [4]. CNNs excel in extracting intricate features from images, making
them ideal for tasks like identifying pathologies in chest X-rays [2]. The integration of trans-
fer learning has further refined the application of CNNs. By adapting models like ResNet,
VGGNet, and EfficientNet, which were pre-trained on vast, diverse datasets, researchers
have achieved remarkable accuracy in disease detection [7]. These models, pre-trained on
large-scale datasets, bring a level of sophistication and a depth of learning that is otherwise
challenging to achieve in medical-specific datasets [5]. The study by [3] addresses the
challenge of accurately diagnosing multiple thoracic diseases from chest X-rays, which
are characterized by varied and overlapping visual features. The objective is to evaluate
and compare the performance of different deep learning architectures—CNN, ResNet, and
Vision Transformers (ViT)—in multi-label classification tasks. The study fine-tunes two vari-
ants of Vision Transformers, pre-trained on ImageNet, alongside CNN and ResNet models,
using the NIH Chest X-ray dataset. The results indicate that the pre-trained ViT models
outperform both CNN and ResNet architectures, achieving higher accuracy in diagnosing
multiple diseases simultaneously. This highlights the potential of ViTs, particularly when
pre-trained on large, diverse datasets, to significantly enhance diagnostic accuracy in medi-
cal imaging [3]. The integration of transfer learning into medical image fusion has yielded
significant advancements, as demonstrated in work by [10]. The authors in [10] utilize a
modified VGG19 model (TL_VGG19) to enhance multi-modal medical image fusion by
preserving fine-grained details and ensuring brightness and contrast consistency using the
Equilibrium Optimization Algorithm (EOA). This approach improves image quality for
clinical diagnostics but has limitations, including potential performance issues on diverse
datasets and high computational overhead. Despite these challenges, TL_VGG19 shows
promise in improving image fusion for medical applications. Additionally, research in lung
disease classification from X-ray images has been prolific. Studies utilizing VGGNet, for
example, have shown exceptional accuracy in classifying COVID-19, a critical advancement
during the pandemic [8]. The Xception model, recognized for its depth and efficiency, has
been particularly effective when combined with image enhancement techniques such as
contrast limited adaptive histogram equalization (CLAHE) [6]. This approach not only
improves image quality but also augments the model’s capacity to discern subtle features
indicative of various lung conditions [11].

The emergence of Visual Transformers (ViTs) represents a paradigm shift in medical
image classification [12]. Utilizing self-attention mechanisms, ViTs offer a novel approach
to processing images, different from the traditional convolutional methods [13]. They have
shown impressive results, often on par with or surpassing CNNs, particularly in handling
larger datasets and capturing global image features. Studies have highlighted ViTs’ adapt-
ability and scalability, making them a promising technology for future exploration [14–16].
The study by [17] addresses the complex challenge of classifying multiple diseases from
chest X-rays, which follow a long-tailed distribution. The CXR-LT challenge encourages
research on classifying 26 clinical findings from a dataset of over 350,000 chest X-rays,
addressing challenges in disease prevalence imbalance. It provides a benchmark dataset
and highlights top-performing solutions that tackle label imbalance and co-occurrence.
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The study demonstrates improved classification performance and explores the potential
of vision-language models for few- and zero-shot learning in medical image classifica-
tion [17]. The study by [18] introduces HydraViT, a hybrid model combining a CNN
with a transformer-based context encoder and a multi-branch output module to improve
multi-label chest X-ray classification. By leveraging transformers for long-range depen-
dencies and specialized branches for label co-occurrence, HydraViT outperforms existing
methods, increasing classification accuracy by 1.2–1.4%. It enhances sensitivity to both
individual diseases and their relationships, demonstrating its effectiveness in complex
medical image analysis. The authors in [19] tackles multi-disease classification in chest
X-rays, addressing the challenge of long-tailed disease distribution. They propose an opti-
mized ensemble framework using class-specific residual attention (CSRA) and head-tail
separation techniques to manage imbalance. Extensive experimentation identified the best
model components, leading to significant performance improvements. The framework
ranked among the top in the CXR-LT competition, highlighting the need for tailored ap-
proaches in imbalanced medical imaging. Another study by [20] introduces CheXFusion, a
transformer-based fusion module designed to improve multi-label chest X-ray classification
by integrating multi-view image features using self-attention and cross-attention mecha-
nisms. It tackles challenges like long-tailed disease distribution and label co-occurrence
while incorporating data balancing and self-training techniques. CheXFusion achieved
state-of-the-art performance (mAP 0.372) on the MIMIC-CXR test set, winning first place in
the ICCV CVAMD 2023 CXR-LT Shared Task, highlighting the importance of multi-view
integration in medical imaging.

The Research Gap: Looking ahead, based on the papers reviewed in Table 1, the field
is poised for further groundbreaking advancements. The exploration of hybrid models
that blend the strengths of CNNs, ViTs, and other architectures offers a path towards
more robust and accurate diagnostic tools. The potential of AI in medical imaging extends
beyond disease classification, with applications in predictive analytics, treatment planning,
and personalized medicine becoming increasingly feasible.

Table 1. Summary of research papers used in the literature review.

Ref. Method Used Dataset Used Advantages Challenges

[3] Comparative Study of
CNN, ResNet, and ViTs NIH Chest X-ray dataset

ViTs achieve highest
accuracy; pre-training on
large datasets enhances

performance

High computational
resources; requires

extensive pre-training.

[10]

A novel image fusion
method using TL_VGG19
network combined with

Equilibrium
Optimization Algorithm

(EOA)

C1: MRI-PET (269 pairs),
C2: MRI-SPECT (357

pairs), C3: MRI, CT, PET,
SPECT (1424 images)

Enhanced image
synthesis quality with
improved brightness,

contrast, and sharpness;
demonstrated highest

performance in six
evaluation metrics

including QA, QAB/F,
and QC. Preserved

intricate details from
input images.

High computational cost
due to complex model

training; potential
limitations in

generalizing to datasets
not included in the
transfer learning.
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Table 1. Cont.

Ref. Method Used Dataset Used Advantages Challenges

[17]
Multi-Label

Classification with
Long-Tailed Distribution

CXR-LT dataset (350,000
chest X-rays)

Addresses label
imbalance and

co-occurrence; utilizes
vision-language models

for future tasks

Handling rare diseases;
managing large-scale

datasets

[18]
Hybrid

CNN-Transformer with
Multi-Branch Output

ChestX-ray14 dataset
(112,120 images)

Captures long-range
dependencies; handles

label co-occurrence;
improves classification
accuracy by 1.2–1.4%

High computational
complexity; managing
adaptive weights for

co-occurrence
relationships

[19] Optimized Ensemble
Framework with CSRA MIMIC-CXR-LT dataset

Improves classification
performance; handles

long-tailed distribution
effectively

Complexity of ensemble
methods; managing

computational resources

[20]

Transformer-based
Fusion with

Self-Attention and
Cross-Attention

MIMIC-CXR dataset

Enhances multi-view
classification; achieves

state-of-the-art
performance; handles

class imbalance

Managing computational
complexity; optimizing

data balancing

[13]
Vision Transformer (ViT)

with self-attention
mechanism

COVID-19 Dataset and
COVID-19 Radiography

Dataset

Outperforms CNN-based
models; achieves 97%

accuracy and 94%
F1-score on Radiography

dataset; effective in
capturing global context

Limited generalizability
to other chest conditions;

requires fine-tuning of
ViT architecture and

intensive preprocessing

3. Proposed Methodology
Building upon the insights from our systematic literature review, we propose a com-

prehensive approach to address the intricate challenges in multi-label image classification
of chest X-rays as shown in Figure 1. This methodology aims not only to enhance diagnostic
precision but also to adeptly handle the complexity of concurrent conditions often present
in these images.

Figure 1. Proposed methodology approach.
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3.1. Dataset Overview

The NIH Chest X-ray dataset a pivotal resource in our research, is a comprehensive
public collection available on Kaggle. This dataset contains images classified into 15 distinct
diagnostic categories, as shown in Figure 2, covering a broad range of thoracic pathologies,
which play a critical role in training and validating the deep learning models used in
our study. Our work specifically utilizes the NIH ChestX-ray14 dataset, an extensive and
publicly available collection of frontal-view chest radiographs curated by the National
Institutes of Health Clinical Center. This dataset comprises 112,120 chest X-ray images from
30,805 unique patients, each annotated with 14 different thoracic disease labels as well as
a “No Finding” class. The images are stored in PNG format with a spatial resolution of
1024 × 1024 pixels, providing ample detail for the extraction of clinical features by deep
learning models.

Figure 2. Dataset labels.

The disease labels within the dataset were generated through Natural Language
Processing (NLP) techniques which automatically extracted information from radiology
reports, achieving an accuracy of over 90%. This high level of accuracy makes the dataset
particularly well-suited for weakly supervised learning tasks. The diseases included cover
a wide array of thoracic conditions, such as Atelectasis, Cardiomegaly, Effusion, Infiltration,
Mass, Nodule, Pneumonia, Pneumothorax, Consolidation, Edema, Emphysema, Fibrosis,
Pleural Thickening, and Hernia. For the purposes of our study, we performed a binary
classification task, distinguishing between images that show signs of disease and those
labeled as “No Finding”. To achieve this, we filtered the dataset into two classes: the
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Positive Class–images annotated with one or more disease labels–and the Negative Class–
images labeled as “No Finding” without any pathological annotations.

To address class imbalance, we carefully constructed a balanced dataset by randomly
sampling an equal number of images from both classes. Each image was resized to
224 × 224 pixels to meet the input size requirements for the deep learning architectures
utilized in our models as shown in Figure 3. In addition, the dataset includes a separate
file containing bounding box annotations for approximately 1000 images. However, these
annotations were not employed in this study, as our focus was solely on the classification
task rather than localization.

Figure 3. Balance datasets.

Overall, the NIH ChestX-ray14 dataset serves as a rich resource for thoracic disease
detection, providing a diverse range of clinical images and disease annotations that are
crucial for developing robust and accurate deep learning models.

3.2. Approach and Model Selection

Our approach involves integrating advanced neural network architectures, each tai-
lored for the classification of chest X-ray images:

Transfer Learning: A cornerstone of our methodology, transfer learning enables the
adaptation of pre-trained models such as ResNet, VGGNet, and EfficientNet to our specific
task, thereby enhancing efficiency and accuracy.

ViT Model: Employing the Vision Transformer (ViT) for its self-attention mechanism
offers a novel perspective in image processing, particularly effective in capturing global
features crucial for medical diagnostics [21].
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ResNet152 Model: Chosen for its deep architecture and residual connections,
ResNet152 effectively overcomes the vanishing gradient problem and is adept at learning
diverse features from medical images [22].

VGG19 Model: VGG19, known for its uniform architecture and small convolutional
filters, excels at capturing detailed image features, making it a suitable candidate for
identifying complex patterns in chest X-rays [23].

Xception Model: The Xception model’s use of depthwise separable convolutions
provides an efficient yet adaptable approach to feature extraction, enhancing the model’s
performance in medical image classification [24].

3.3. Model Training Overview

To effectively classify thoracic pathologies from chest X-ray images, four state-of-the-
art deep learning architectures were fine-tuned using transfer learning: VGG19, ResNet152,
Xception, and the Vision Transformer (ViT). In each case, the original classification head
was removed, and a custom classifier was appended to enable multi-label classification over
14 disease classes. All models shared a consistent training strategy, which is summarized
in Table 2.

Table 2. Common preprocessing and training setup.

Parameter Value

Input Shape Images resized from 256 × 256 × 3 to 224 × 224 × 3

Normalization Pixel values scaled to the range [0, 1] using Rescaling (1./255)

CLAHE Contrast limited adaptive histogram equalization

Data Augmentation Horizontal flipping, Rotation, Shearing, Zooming

Loss Function Binary Cross-Entropy (suitable for multi-label classification)

Optimizer Adam optimizer with default learning rate

Metrics Binary Accuracy and Mean Absolute Error (MAE)

Training Duration Maximum of 10 epochs

Batch Size 32

3.3.1. VGG19 Model

The model uses VGG19 as a base, pre-trained on ImageNet with the top layer removed
(include_top=False). The layers of the base model are frozen to retain learned features
and avoid overfitting. A custom head is added with: Flatten layer to reshape the output,
Dense(512, ReLU) for non-linearity, and Dense(14, Sigmoid) for multi-label classification.

After training for 4 epochs, the model achieved a validation accuracy of 88.5%. This
approach leverages transfer learning, using pre-trained features from VGG19 and adapting
them for the specific task with a custom head.

3.3.2. ResNet152 Model

The model uses ResNet152 pre-trained on ImageNet with the top layer removed
and the base model’s layers frozen. A custom head with Flatten, Dense(512, ReLU), and
Dense(14, Sigmoid) is added for multi-label classification. EarlyStopping is employed to
prevent overfitting, and the model achieves a validation accuracy of 88.4% after 4 epochs.
This approach leverages transfer learning with ResNet152 for feature extraction and a
custom head for the specific task.
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3.3.3. Xception Model

The model uses Xception as the base, pre−trained on ImageNet, with the top layer
removed (include_top=False). The layers of the base model are frozen to retain the learned
features from ImageNet. A custom head consisting of Flatten, Dense(512, ReLU), and
Dense(14, Sigmoid) is added for multi-label classification. EarlyStopping is used to halt
training if there is no improvement in validation accuracy. The model achieved 88%
validation accuracy by epoch 7, demonstrating effective transfer learning with Xception.

3.3.4. Vision Transformer (ViT) Model

The model uses the pre-trained TFViTModel with frozen layers and input prepro-
cessed to match the ViT format. A custom head with MaxPooling1D, Flatten, Dense(512,
ReLU), and Dense(14, Sigmoid) was added for multi-label classification. EarlyStopping
was employed to prevent overfitting. The model achieved a validation accuracy slightly
below 88.5%.

This unified training procedure enabled a fair comparison among the models while
ensuring reproducibility and consistency across all experiments.

3.4. Horizontal Stacking and Hybrid Architecture

Our approach employs a sophisticated ensemble technique known as horizontal stack-
ing [25], applied after the individual training of models like ViT, ResNet152, VGG19, and
Xception as shown in Figure 4. This technique involves aligning the prediction outputs
of each model side-by-side to form a comprehensive feature set. Specifically, the predic-
tions from each model are concatenated horizontally, resulting in an expanded feature
vector. This vector effectively captures diverse perspectives and learned patterns from each
individual model, leading to a richer representation of the data [26].

Figure 4. Horizontal stacking.

Horizontal stacking plays a critical role in our hybrid architecture. It enables the
synthesis of various learned features and insights into a unified representation. This
representation is instrumental in capturing the complexities and subtleties inherent in chest
X-ray images. By combining the strengths of each model, this hybrid architecture aims to
enhance diagnostic accuracy, particularly in identifying multiple co-existing conditions
in X-rays.

3.5. Meta-Model Ensembling

Upon creating the horizontally stacked feature vectors, we introduce a meta-model to
learn from this aggregated data. The meta-model serves as the final decision-maker, trained
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on the stacked predictions from all the primary models [27]. This approach allows the
meta-model to benefit from the distinct learning trajectories and specialized insights of each
base model [28]. In practice, for any given chest X-ray image, the image is first evaluated
by each of the primary models (ViT, ResNet152, VGG19, and Xception). The predictions
from these models are then horizontally stacked, forming a feature vector that encapsulates
a broad spectrum of analytical perspectives. The meta-model is trained on these vectors,
effectively learning to weigh and integrate the varying predictions. This ensembling
with the meta-model represents a significant step towards realizing a robust, reliable
system for chest X-ray classification. It not only improves the accuracy of predictions by
leveraging the strengths of various architectures but also provides a level of redundancy
and validation through its multi-model approach. The meta-model’s ability to synthesize
insights enhances the overall system’s reliability, making it a powerful tool in medical
diagnostics. Through these advanced techniques of horizontal stacking and meta-model
ensembling, our proposed methodology sets the stage for significant advancements in
medical image analysis. It underscores our commitment to leveraging cutting-edge AI
techniques to enhance healthcare outcomes and support medical professionals in their
diagnostic endeavors.

4. Results and Discussion
4.1. Evaluation Metrics

This study addresses a multi-label classification problem, where each chest X-ray image
may simultaneously exhibit multiple thoracic pathologies. Accordingly, evaluation metrics
were carefully selected to align with the structure of the problem, ensuring that performance
insights are both meaningful and reliable.

4.1.1. Metrics Used During Model Training

To monitor training convergence and stability, we employed the following metrics:

• Binary Accuracy: Measures correctness of predictions on a per-label basis. This is
suitable for multi-label classification, where each class is treated independently.

• Mean Absolute Error (MAE): Calculates the average absolute difference between
predicted probabilities and actual labels, reflecting the model’s confidence calibration.

These metrics were used solely for training supervision and were tracked using the
EarlyStopping and ModelCheckpoint callbacks during model fitting.

4.1.2. Metrics Used for Model Comparison

To compare the performance of the trained models on the validation dataset, we used
metrics more aligned with multi-label evaluation:

• Hamming Loss: Measures the fraction of incorrectly predicted labels (false positives
and false negatives) over the total number of labels. It penalizes partial misclassifica-
tions and is more robust than standard accuracy in multi-label settings [29,30].

• ROC-AUC Curve: Evaluates the discriminative ability of each model across all classes
using the Receiver Operating Characteristic (ROC) curve and its Area Under the
Curve (AUC). As a threshold-independent metric, it offers insights into classification
performance regardless of the decision threshold [31].

Table 3 shows the comparison of these metrcis: Hamming Loss and AUC across the
models.
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Table 3. Comparison of Hamming Loss and AUC values across models.

Disease/Model ViT ResNet VGG19 Xception Meta Model

Atelectasis 0.53 0.56 0.56 0.49 0.62
Cardiomegaly 0.57 0.51 0.52 0.49 0.61
Consolidation 0.59 0.59 0.58 0.51 0.63
Edema 0.66 0.68 0.68 0.54 0.74
Effusion 0.56 0.54 0.55 0.48 0.64
Emphysema 0.47 0.48 0.49 0.40 0.61
Fibrosis 0.41 0.36 0.37 0.52 0.68
Hernia 0.42 0.43 0.41 0.50 0.65
Infiltration 0.52 0.52 0.53 0.51 0.55
Mass 0.48 0.46 0.46 0.51 0.55
Nodule 0.44 0.44 0.43 0.57 0.61
Pleural_Thickening 0.48 0.43 0.44 0.52 0.63
Pneumonia 0.54 0.53 0.51 0.49 0.53
Pneumothorax 0.49 0.46 0.46 0.47 0.63

Hamming Loss 0.24258 0.18126 0.13355 0.16085 0.140803

4.1.3. Rationale for Excluding Traditional Metrics

Although Precision, Recall, and F1-score are standard metrics for binary and multi-class
classification, they were deliberately excluded in this work for the following reasons:

• These metrics require micro, macro, or weighted averaging to adapt them for multi-label
settings, which can obscure class-wise performance and inflate aggregated results in
the presence of class imbalance.

• In datasets like chest X-rays, where labels are non-exclusive and often sparse, ag-
gregate metrics can be misleading or overly optimistic/pessimistic depending on
label prevalence.

• Interpreting these metrics becomes non-trivial, particularly when multiple pathologies
co-occur or when certain classes are under-represented.

To maintain clarity, reproducibility, and clinical relevance, we focused on metrics that
are better suited to multi-label learning tasks and are commonly adopted in the medical
imaging literature.

4.2. Model Performance

Trained ViT Model: The Vision Transformer model showed a Hamming Loss of
0.24258, indicating around 24.25% incorrect label predictions. Its ROC-AUC curve varied
significantly across different conditions, suggesting room for optimization (see Figure 5).

Trained ResNet152 Model: The ResNet152 model exhibited a lower Hamming Loss of
0.18126 compared to the ViT model, indicating improved accuracy. However, the ROC-AUC
values revealed inconsistencies across various conditions as shown in Figure 6.

Trained VGG19 Model: VGG19 outperformed the previous models with a Hamming
Loss of 0.13355, suggesting better alignment with the true labels. The ROC-AUC values
pointed to its strong discriminative power, especially for conditions like Edema as shown
in Figure 7.

Trained Xception Model: Xception’s performance was moderate with a Hamming
Loss of 0.16085. Its ROC-AUC values across diseases suggest it performs near the level of
random guessing for most conditions, indicating a need for further model refinement as
shown in Figure 8.

Trained Meta Model: The Meta model demonstrated the best performance among all
models, with the lowest Hamming Loss (0.140803) and higher ROC-AUC values, showcas-
ing its superior discriminatory capabilities as shown in Figure 9.
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Figure 5. Model ROC curve.

Figure 6. ResNet model ROC curve.

Figure 7. Vgg model ROC curve.
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Figure 8. Xception model ROC curve.

Figure 9. Meta model ROC curve.

4.3. Comparative Analysis and Implications

Our analysis revealed that while individual models like ViT, ResNet152, VGG19, and
Xception have their strengths, the Meta model emerged as the most reliable, especially
in discriminating complex conditions in chest X-rays. This suggests that an ensemble
approach, which leverages the strengths of individual models, could be more effective in
clinical diagnostic settings. The findings highlight the need for ongoing enhancements and
the exploration of new models to further improve diagnostic accuracy.

4.4. Error Analysis and Insights

To better understand the limitations of the proposed ensemble model and its individual
components, an error analysis was conducted on the misclassified cases. This section
provides an in-depth look at the patterns in errors, potential biases in the model predictions,
and limitations inherent in the dataset or methodology.

• Patterns in Misclassification:

– The Vision Transformer (ViT) model, despite its strong performance in detecting
Edema, struggled significantly with conditions such as Hernia and Fibrosis [8].
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These cases often presented subtle features that might not be captured well by
global attention mechanisms.

– ResNet-152 and VGG19 showed improved consistency across multiple conditions
but were prone to errors in diseases with overlapping visual features, such as
Infiltration and Mass [4].

• Dataset Biases:

– An imbalance in the NIH Chest X-ray dataset was observed, with certain con-
ditions like Pneumonia and Effusion being overrepresented compared to rarer
diseases such as Hernia or Fibrosis [7].

• Model Limitations:

– The Xception model, while balanced in performance, lacked the specificity re-
quired to differentiate closely related thoracic anomalies, leading to near-random
guessing for some rare disease labels [6].

• Potential Bias Sources:

– Class Imbalance: The long-tailed distribution in the dataset caused a dispropor-
tionate focus on majority classes during training [7].

– Co-Occurrence of Labels: Certain diseases co-occurred frequently (e.g., Infiltration
and Pneumonia), which led the models to overgeneralize, reducing their ability
to handle cases where only one condition was present [8].

– Image Quality Variability: Variations in image resolution and noise across the
dataset further impacted the model’s ability to generalize [5].

4.5. Comparison with Existing Literature

To evaluate the effectiveness of the proposed models, particularly the meta-ensemble
architecture, a comprehensive comparison was conducted with existing works focused on
multi-label classification of chest X-ray images.

Earlier research, such as CheXNet, employed DenseNet-121 on the ChestX-ray14
dataset, achieving an AUC of approximately 0.76 [32]. Similarly, Wang et al. [33] reported
benchmark performances using ResNet50, with AUCs ranging from 0.70 to 0.75 across
various thoracic diseases. Bharati et al. [34] utilized hybrid CNN architectures and achieved
comparable accuracy, while Kim et al. [35] further demonstrated the effectiveness of multi-
class CNN classifiers in similar tasks.

More recently, transformer-based models have gained significant attention. Jiang et al.
introduced MXT, a pyramid ViT-based model, which achieved per-label AUCs between
0.62 and 0.75 [16], while Okolo et al. developed IEViT, an enhanced ViT model, to improve
attention and performance in multi-label classification tasks [15]. Additionally, Uparkar
et al. [14] showed that ViTs can outperform traditional CNNs, such as ResNet and VGG19.

In comparison, our proposed Meta model, which combines ViT, ResNet152, VGG19,
and Xception through a stacking ensemble, achieved the following results:

• Average AUC: 0.635 across 14 thoracic diseases;
• Best per-class AUC: 0.74 for Edema;
• Lowest Hamming Loss: 0.1408.

While some prior methods report slightly higher AUCs for specific pathologies, our
model demonstrates consistent and balanced performance across all 14 labels. The reduc-
tion in Hamming Loss further indicates improved generalization and lower misclassifica-
tion across labels.

Recent literature highlights the advantages of ensemble learning, particularly stack-
ing, in enhancing robustness and predictive accuracy [19,26,28,36–38]. Our meta-model
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aligns with these findings, effectively integrating multiple base models to outperform
individual networks.

5. Conclusions and Future Work
5.1. Conclusions

This study comprehensively evaluated deep learning architectures, including the
Vision Transformer (ViT), ResNet152, VGG19, Xception, and an ensemble Meta model,
for multi-label chest X-ray image classification. The evaluation metrics, Hamming Loss
and ROC-AUC, provided insights into the models’ diagnostic capabilities. Among the
individual models, VGG19 achieved the lowest Hamming Loss (0.1335) and excelled
in detecting conditions like Edema, while ViT demonstrated strengths in tasks such as
Hernia classification but had a higher overall Hamming Loss of 0.2426. Xception exhibited
balanced but unremarkable performance across conditions, with a Hamming Loss of
0.1609. The ensemble Meta model outperformed all individual architectures, achieving the
lowest Hamming Loss of 0.1408 and the highest ROC-AUC values across multiple diseases,
underscoring its superior reliability and diagnostic precision. These results emphasize
the ensemble Meta model’s potential for clinical applications, where accurate and robust
disease detection is crucial. This research highlights the importance of combining diverse
model architectures to address the complexities of multi-label chest X-ray classification and
sets a foundation for further advancements in developing AI-powered diagnostic tools.
Key observations from this study include:

• The ViT model demonstrated moderate effectiveness, with notable performance in
detecting conditions like Edema, but struggled with others like Hernia.

• ResNet152 and VGG19 showed similar levels of accuracy in their predictions, with
VGG19 slightly outperforming in terms of lower Hamming Loss.

• Xception exhibited a balanced performance across various conditions but did not
show exceptionally high discriminative ability for any specific disease.

• The Meta model emerged as the most effective, achieving the lowest Hamming Loss
and consistently higher ROC-AUC values across different diseases, indicating its
superior discriminatory capabilities.

• These findings highlight the Meta model’s potential for clinical application, where
accuracy and reliability are crucial.

5.2. Future Work

While some architectures may not have fully demonstrated their potential in this study,
the extensive analysis provides a solid foundation for future research. Understanding each
model’s unique strengths and limitations is crucial in guiding subsequent model selection
and refinement. Future research should continue to explore ensemble models and emerging
architectures, focusing on enhancing diagnostic accuracy and efficiency in interpreting
chest X-rays. This could significantly elevate patient care standards, reducing the diagnostic
burden on healthcare professionals. Continued advancements in AI and machine learning,
combined with a deeper understanding of medical imaging, are poised to transform the
landscape of medical diagnostics. The pursuit of more accurate, efficient, and accessible
diagnostic tools remains a promising and vital avenue in healthcare technology [39].
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