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Digital twins for the era of personalized
surgery

Check for updates
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Junaid Qadir10, Barry Solaiman8,11, Muhammad Bilal12, Jaghtar Dhanda13, Jan Egger2,3,4,14, Jun Deng15,
Vikas Khanduja16, Alejandro F. Frangi17,18,19,20,21,22, Susu M. Zughaier1 & Mitchell A. Stotland8,23

Digital twins can aid surgeons in training and in performing interventions with greater awareness and
precision. The range and variety of digital twins in surgery are described, and their use across
perioperative care is discussed.While largely experimental, they are beginning to showpromise for the
enhancement of personalized, adaptive, and data-driven surgical care. Issues relevant to the greater
adoption and deployment of digital twins are all considered.

A digital twin in surgery is a dynamic virtual replica of an individual’s
physical and physiological state, integrating both bodily systems and
healthcare interactions. It combines fundamental scientific principles with
data-driven modeling to create a synchronized replica that updates at
defined intervals and precision levels1–6. This sophisticated digital coun-
terpart serves as a powerful tool for surgical training and planning, pre- and
intra-operative decision-making, and outcome prediction.When employed
within the operating room setting, a high-fidelity DT reflects patient anat-
omy and/or physiology and may be able to integrate information in real-
time data. Note that the term ‘digital twins’ is sometimes used to describe
more advancedor comprehensivemodels.However, in thiswork,weuse the
term to refer to data-driven virtual replica of real-world entities and pro-
cesses, synchronized at specified intervals and levels of fidelity, as defined by
the Digital Twin Consortium5 and other leading organizations6 (Fig. 1).

Depending on the complexity of the digital twin, it may require more
established technology such as 3D image segmentation, stereolithographic
printing, or more emerging innovations including computer vision, signal
processing input, extended reality (XR), and real-time artificial intelligence
(AI) -powered decision support.

To fully appreciate the potential of digital twins in surgery, it is essential
to understand their evolution from early advancements in computer-

assisted surgery (CAS), which laid the foundation for the complex digital
twins used today7–9. The development of 3Dmodeling advanced the field of
virtual surgical planning (VSP), enabled by advances in medical imaging
technologies like CT andMRI10, as well as software capable of rendering 3D
images from these datasets11. The integration of virtual reality (VR) simu-
lations opened new possibilities for surgical planning, allowing surgeons to
immerse themselves in a virtual operating room and interact with 3D
models of the patient’s anatomy12. Looking ahead, augmented reality (AR)
represents the next evolution in this continuum13, offering the potential to
further enhance individualized, procedure-specific planning and delivery to
the operating table, building on the foundation laid by CAS, VSP, and VR.

According to Katsoulakis et al., there are four levels of digital twins
extending from simple, basic (1) static twins, to (2) functional (mirror)
twins, to (3) shadow (self-adaptive) twins to (4) intelligent twins2,14,15. We
explore the application of these digital twin types in surgical contexts
throughout the article (Table 1).

A static twin is a digital replica of a patient’s anatomy or a physical
object that does not change over time. They are useful for preoperative
planning, patient discussions, and as an intraoperative reference. In a case of
omphalopagus, a 3D model of conjoined twins used to plan a separation
surgery is a good example of a static digital model (Fig. 2).
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A functional twin simulates how anatomical structures behave under
various conditions, helping to predict the impact of surgical interventions.
For instance, finite element analysis (FEA) can predict tibial fracture risk in
osteoporosis patients by simulating stress distribution, fracture stability, and
bone healing16. Some functional twins incorporate intelligent capabilities,
such as deep learningmodels that predict vertebral fracture responses17 and
link them to procedural parameters.

A shadow twin integrates real-time data from sensors or imaging to
dynamically update during surgery, adapting to changes like tissue shifting
or bleeding. For example, Twin-S18 for skull base surgery uses optical
tracking to create a real-time, physics-based simulation of surgical tools and
patient anatomy. This provides surgeons with accurate intraoperative gui-
dance, enhancingprecision and safety.Holographic augmented reality (AR)
further improves visualization of complex structures.

An intelligent twin uses advanced algorithms and/ormachine learning
to predict outcomes, assess risks, and guide decision-making. For example,
CardioVision (CV)19 analyzes calcification distribution in aortic stenosis
patients, predicting adverse events and recommending surgical approaches.
These twins go beyondmirroring anatomy, offering predictive insights and
real-time decision support.

Depending on the level of surgical digital twin one intends to build,
certain considerations include the ability to:

1. acquire high-resolution imaging of the anatomic region of interest,
and/or

2. obtain comprehensivedata for thephysiologic systemsof interest, and/or

3. (for shadow and intelligent twins), establish real-time patient mon-
itoring in two-way communication with the digital twin, and/or

4. access high-performance computer systems that can process data
instantaneously and run AI models.

5. simulate the effects of interventions/tasks before they are executed.

Personalized digital twins across surgical care
Digital twins are evolving as promising tools across various phases of sur-
gical care, from patient education to postoperative monitoring. However,
much of their current use is still in the experimental or early development
stages, often building upon more established static twins and VR/AR
technology. Within each sub-section, we focus on the levels of digital twins
most relevant to specific use cases, including patient education, surgical
training, preoperative planning, intraoperative guidance, in silico trials, and
postoperative care.

Patient education
Static twins. Static twins can help patients become active participants in
their healthcare through patient education. At Stanford Medicine’s
Neurosurgical Simulation Lab, individualized static twins—from basic
overviews to step-by-step walkthroughs—enable patients to understand
surgical plans and potential adjustments, empowering them to make
informed decisions20. These visualizations are currently demonstrated in
the lab setting and have shown promise in improving patient engage-
ment. In a recent neurosurgical pilot study, static VR twins of patient-
specific pathologies (e.g., aneurysms, meningiomas) were used to
enhance preoperative informed consent, improving patient under-
standing and satisfaction without requiring real-time data integration21.
Similarly, at Aspetar Sports and Orthopaedic Hospital, static twins in
virtual reality of patientMRI scans are being trialed, in order to encourage
coproduction with athletes22. The metaverse also has potential in patient
education and creating interactive environments for learning and colla-
boration, but much of this remains conceptual and in early development
stages23–25.

Surgical training
Static twins. Virtual environments, where trainees can practice complex
procedures without risk, especially for rare or challenging cases, building
experience and confidence26. Emerging technologies like artificial intel-
ligence (AI), simulation, and extended reality (XR), are reshaping med-
ical education and demonstrably improve learning outcomes27–29.

Fig. 1 | Three components of a true digital twin. The three components of an ideal
digital twin include: (1) Physical patient, (2) Virtual replica, (3) Bidirectional data
exchange. This continuous exchange, whilst not applied widely, hypothetically

enables a digital twin to be individualized, interconnected, interactive, informative
and impactful2.
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Generic static twins, based on standard anatomical representations,
provide a valuable foundation for learning basic surgical techniques.
However, they lack the specificity of patient-specific static twins, which are
crucial for planning and executing surgical procedures.

The integration of augmented reality (AR) and virtual reality (VR)
technologies is transforming medical education. A review of HoloLens
usage inmedical education and interventions highlights its promise forAR-
enhanced simulators and its potential to improve student learning
outcomes28. The recent availability of three-dimensional datasets ofmedical
instruments, scanned for use in medical mixed reality (MMR), can further
enhance simulation environments, supporting both training and tool
tracking in augmented reality settings30.

The effectiveness of VR simulators in surgical skill acquisition has
been well-documented. A study on a hip arthroscopy simulator showed
significant skill improvements after three training sessions, with all
metrics improving, indicating that virtual environments with visuo-
haptic feedback can effectively develop basic arthroscopic skills31.
Another study confirmed the simulator’s effectiveness, showing that
increased experience led to better performance, supporting its construct
validity32. The simulator also demonstrated sufficient aesthetic and tactile
quality33. In orthopedic surgery, using a VR simulator, students were
more likely to engage with further training opportunities, even without
direct supervision34.

Despite these advancements, surgical training in lower- and middle-
income countries faces significant challenges, including limited resources
and access tomentorship. Addressing these barriers is crucial for improving
global surgical care, as emphasized by the Lancet Commission on Global
Surgery35. Programs like Virtual Reality in Medicine and Surgery (VRiMS)

use functional twins and extended reality (XR) to deliver quality training
through low-cost devices, helping to bridge the surgical access gap36.

Data integration from multiple sources, such as imaging, monitoring
devices, and surgical instruments, is currently being demonstrated in
experimental settings but is not yet widely available30,37. Advanced haptic
feedback, which could simulate tissue textures to give trainees a realistic
sense of surgical conditions, is an area of ongoing research, with some
promising prototypes but not yet ready for surgical education38. Educators
could eventually use shadow twins to create detailed case studies for inde-
pendent learning, providing a depth of experience that traditional simula-
tors cannot achieve. However, many of these features are still in the
developmental phase, and their full realizationmay take additional time and
validation.

Preoperative phase
The preoperative phase often faces challenges related to standardizing
protocols and reducing reliance on experiential intuitions39.

Static twins. Static twins enable surgeons to explore patient anatomy in
virtual reality, optimizing surgical approaches and minimizing tissue
damage. The integration of static twins into preoperative planning is
increasingly common, with certified software available from companies
like Axial3D40 and Cella Medical41. In colorectal surgery, they integrate
CT andMRI imaging to create detailed models of the colon, tumors, and
critical structures like blood vessels, helping surgeons plan precise
resection strategies42. Similarly, in hepato-pancreatobiliary (HPB) sur-
gery, static twins allow surgeons to simulate resection strategies, max-
imizing tumor removal while preserving liver function and predicting
postoperative tissue viability7. In partial nephrectomies, static twins
provide detailed 3D models of the kidney, tumor, and vasculature,
enabling surgeons to determine the optimal cutting plane for tumor
removal while preserving healthy tissue7.

Functional twins. As of now, functional twins are being tested in
orthopedic surgery, allowing virtual examination of implants before
operations to determine the best stabilization methods16. They can also
simulate procedures like vertebroplasty to predict fracture risks in cancer
patients17. However, their use for risk prediction and simulating com-
plications remains primarily in research. Future simulations may
incorporate dynamic elements like blood flow and organ movement,
providing deeper insights into patient physiology. For complex cardiac
procedures like transcatheter aortic valve replacement (TAVR)43, func-
tional twins such as HeartNavigator are used to simulate valve implan-
tation, exploring different prostheses and implant depths to guide
surgical planning. Functional twins updated with live imaging data could
guide ablation procedures (e.g., radiofrequency or cryoablation) by
mapping precise tumormargins and thermal spread, therebyminimizing
collateral damage to adjacent tissues while ensuring complete tumor
eradication7.

Intelligent twins. Intelligent twins, such as CardioVision (CV)19, a fully
automatic deep learning AI tool, analyzes calcification distribution in
patients with severe aortic stenosis. It helps clinicians predict adverse
events, select the most appropriate surgical approach, and make timely,

Table 1 | Types of digital twins in surgical applications

Type Example Application

Static twin 3D model of conjoined twins for separation surgery planning. Preoperative planning and patient education.

Functional twin FEA model for tibial fractures and vertebroplasty procedures. Simulating biomechanical properties and predicting surgical outcomes.

Shadow twin Twin-S for skull base surgery and liver tumor ablation. Real-time guidance and dynamic updates during surgery.

Intelligent twin CardioVision for aortic stenosis and DLR MiroSurge robotic system. Predicting adverse events and providing individualized surgical assistance.

This table summarizes the four levels of digital twins, their examples, and their applications in surgical contexts.

Fig. 2 | 3D static twins for conjoined twin separation. This 3D printed twin, based
on medical imaging data, provides a tangible representation of the twins’ shared
anatomy (omphalopagus), facilitating surgical planning and improving commu-
nication with the medical team and family (credit: Dr. Mitchell A. Stotland, Sidra
Medicine).
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informed decisions about treatment. Similarly, in thermal ablation
therapy for liver tumors, intelligent twins are advancing precision
through real-time predictive modeling44. For instance, the integration of
holographic augmented reality (AR) with a dynamic digital twin enables
3D navigation of moving tumors and vessels by forecasting internal
anatomical shifts (e.g., respiration-induced liver motion). This system
employs an external/internal correlation model to estimate target posi-
tions with sub-3mm accuracy while compensating for computational
delays, ensuring seamless real-time guidance during ablation. By pre-
dicting thermal spread andmapping critical structures like blood vessels,
it empowers surgeons tominimize collateral damage and optimize tumor
targeting—akin to how CV refines cardiac interventions through risk
stratification.

Intraoperative phase
The intraoperative phase provides valuable data, including physiological
parameters, anatomical changes, and environmental factors.

Static twins. Advances in computer vision enable detailed analysis of
anatomy and tissue characteristics, supporting the flow of information
between static twins and surgeons2,45,46. In 2021, a multidisciplinary
Chinese team described the conceptualization and creation of a static
scan overlays with an AR navigation system used in the contouring
procedure for craniofacial fibrous dysplasia (Fig. 3)47.

The study involved five patients and showed that AR-assisted surgery
was successful, with minimal errors, no complications, and high patient
satisfaction. Following rigorous validation and commercialization of plat-
forms like NextAR, these tools are now accessible to surgeons worldwide,
enabling cross-regional collaboration and innovation. For example, aQatari
team built on this progress by performing the first AR-navigated spinal
surgery in the Middle East48, successfully removing a complex spine tumor
(Fig. 4).

During a deep inferior epigastric perforator (DIEP) flap harvest, aug-
mented reality (AR) has been used to visualize patient-specific anatomy
directly, enhancing identification and localization of key structures, though

not yet routine37. AR also aids in precise identification, dissection, and
execution of vascular flaps in reconstructive surgery45. Much of this data
remains unanalyzed46, presenting anopportunity for improved surgical care
through data-driven insights.

Shadow twins. More advanced shadow twins, which can adapt in real
time, are still experimental. Some commercial platforms such as
Medivis49 are working towards converting complex 2D imaging into real-
time shadow twins superimposed onto the patient via AR. They can be
purchased, and are documented in single-center case experiences, with
no trial-based assessment50.

Unlike commercial platforms, Twin-S18 is purely an experimental tool
designed to explore the potential of real-time surgical guidance. The system
uses optical tracking to create a real-time, physics-based simulation of
surgical tools and patient anatomy. This provides surgeons with accurate
intraoperative guidance, enhancing precision and safety. Holographic AR
further improves the visualization of complex structures. The system inte-
grates optical tracking data and calibration techniques to generate a real-
time digital replica of the surgical field. It tracks the positions of the surgical
drill (d), phantom (p), and camera (c) relative to the optical tracker (o). By
recovering the transformation between the base coordinates (oFxb) and
model coordinates (xbFx) for each object, Twin-S ensures accurate align-
ment between the real and virtual entities.

AR technology presents challenges, such as ergonomic issues with
extendedheadset use, aswell as persistent limitations inXRoverlay accuracy
and latency13. For example, in percutaneous procedures such as k-wire
pinning, hand surgeonsmight use AR headsets to overlay a shadow twin of
the patient’s anatomy in real time, eliminating the need for repeated
fluoroscopy and reducing radiation exposure in the OR. As this technology
evolves and incorporates more predictive capabilities, it could advance
towards intelligent surgical twins.

Intelligent twins. Integrating remote monitoring systems to update
intelligent twins continuously and leveraging high-performance com-
puting for real-time data processing could further support planning,

Fig. 3 | A surgical AR navigation system. The AR navigation system in surgery
includes a digital reference frame fixed to the patient’s skull, a surgical drill with a
digital reference, an optical tracking system, and a head-mounted display (HMD)

(top panel). Surgeons use the HMD for 3D virtual planning and real-time guidance,
with the display changing color as the drill approaches the target. Credit: Liu et al.47.
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outcome prediction, and simulations2. For example, predictive modeling
may help avoid accidental incisions using in-painting techniques51,52.

An intelligent twin could dynamically map tissue-resection pathways
using biomechanical modeling to avoid inadvertent damage to critical
structures (e.g., nerves, vasculature). Concurrently, patient-specific hemo-
dynamic models within the twin would simulate blood flow alterations in
response to surgical actions, such as vessel clamping or partial organ
resection, enabling predictive alerts for anticipated blood loss7,53,54.

In the example of percutaneous orthopedic procedures, an intelli-
gent twin could further leverage predictive modeling to continuously
refine its recommendations based on intraoperative tool positioning,
tissue deformation, and force feedback, creating a closed-loop system
that anticipates optimal trajectories while avoiding critical structures
(e.g., nerves, vasculature). This would ensure millimetric accuracy by
aligning the intelligent twin’s predictions with the patient’s evolving
physical state.

In-silico trials
Intelligent twins. In-silico trials use computer simulations to evaluate
surgical interventions quickly and cost-effectively. They could provide
precise safety risk forecasting of medical devices, reduce the need for
human and animal testing, and improve research efficiency, lowering
costs while broadening diversity in device testing. Model credibility is
crucial, and assessment frameworks are emerging from regulators55,56.
Computational modeling is also being incorporated into clinical evi-
dence guidelines, though these frameworks are still being fully
established57.

Intelligent twins allow researchers to optimize and identify failure
modes virtually. By simulating different patient scenarios, researchers can
explore clinical contexts and design options in orthopedic implants58. In-
silico trials for neurovascular devices have successfully used intelligent twins
to evaluate implant effectiveness and identify potential failure modes.
Although still experimental, these applications are paving theway for future
regulatory adoption59.

Functional twins. Functional digital twins have also been utilized to
emulate percutaneous coronary revascularization using routinely col-
lected data60. Virtual treatment of aortic stenoses shows potential for
predicting post-interventional hemodynamics, but remains in the
experimental stages with limited clinical evidence43. Functional twins of
the knee have been used to studywear in total knee replacement devices61.

While they cannot yet fully replace human trials, they serve as a valuable
complementary tool for gathering regulatory evidence62.

Postoperative care
Functional twins. The postoperative phase often lacks data-driven
decision-making. Functional twins have the potential to bridge this gap
by transforming rawdata into actionable insights, which could eventually
enable personalized rehabilitation plans. They have been explored for
providing tailored care post-operation in tibial fracture16.

Intelligent twins. Intelligent twins take functionality a step further to
offer continuous feedback from implantable sensors and biometric
devices on recovery and complications, which informs postoperative care
and the adjustment of rehabilitation plans, linking surgical planning,
execution, and outcome. Postoperatively, intelligent twins can also
facilitate the generation of patient- and case-specific documentation that
can contribute to the development of a virtual surgery database7,63. This
would allow clinicians to intervene promptly.

“Healthcasts”—conceptual real-time health broadcasts—could further
enhance recovery monitoring, though they remain in early development64.
When integrated with telemedicine, healthcasts could support remote
monitoring after discharge. Intelligent twins could also integrate predictive
analytics to forecast potential complications, such as delayed healing or
implant failure, as well as provide real-time insights into vascular health and
recovery progress after surgical interventions like EVAR, ultimately
improving patient outcomes65.

Call to action. Digital twins have the potential to transform personalized
surgery, but several challengesmust be addressed before the technology can
be effectively implemented at the bedside:

1. Ensure data quality and fairness:Weneed tomake sure the data used for
digital twins is accurate and representative.Underrepresented populations
must be included to prevent unequal outcomes. Privacy and security of
patient data are also crucial, and we need to address issues like data
ownership and accountability for errors43,44.

2. Put patients first: Digital twins promise great precision, but wemust not
let technologyovershadowthepatient’s voice.Thegoal should alwaysbe to
use digital twins to support human care, not replace it. Doctors and

Fig. 4 | Spinal surgery using an augmented reality
(AR) tool. This enables neurosurgeons to overlay
static CT andMRI scans onto the patient`s spine for
increased precision. The procedure led to a suc-
cessful removal of a cancerous spinal tumor. (credit:
Prof. Sirajeddin Belkhair, Hamad Medical
Corporation).
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patients need to be at the center of decision-making, with digital twins
acting as helpful tools66,67.

3. Set standards and validate effectively: We need clear standards and
protocols to ensure theymeet implementation requirements. Verification,
validation, and uncertainty quantification are critical steps to make sure
digital twins are safe and effective3,68.

4. Overcome barriers to adoption: To bring digital twins into everyday
healthcare, weneed to solve issues like data exchange, interoperability, and
high costs. Replacing expensive operating room equipment with more
affordable XR headsets and software could be a long-term solution. We
need to prove that digital twins can reduce costs and improve patient
outcomes, especially in hospitals with limited resources69,70.

Bringing digital twins to the operating room. To bring digital twins to
practical use towards personalized surgery, consider the following:

1. Conduct rigorous clinical trials and validation studies.

2. Integrate with healthcare systems to demonstrate cost-effectiveness,
particularly in resource-limited settings.

3. Conduct regulatory approvals for safety, privacy, and ethical standards.

4. Provide training for healthcare workers to ensure equipment to use
digital twins effectively.

5. Develop user-friendly world-building tools to allow clinicians to build
and use customized digital twins without extensive technical expertise.

Received: 5 October 2024; Accepted: 20 March 2025;
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