A Novel PSO based Task Scheduling Algorithm for Multi-core Systems
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*Abstract*—Multi-core processors have been the mainstream in computer architecture. It also provides the enhancement of the parallelism degree of multiple tasks. An emerged challenge is how to schedule the multiple tasks to the cores for high efficiency. In this paper, a novel task scheduling algorithm is proposed for multi-core systems. This algorithm is based on optimized particle swarm algorithm, which is used to find the optimal solution for the task scheduling. The experimental results have showed that the proposed algorithm can improve the efficiency of task scheduling for multi-core systems.
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# Introduction

Large number of transistors are integrated onto the single chip, which provides huge potential to improve the performance of the processors [1]. When CPU with a single core confronts with the great challenge in system performance and power-consuming, multi-core processors have been taken as a promising solution [2-4]. More cores on a single chip can improve the performance and cut down the power consumption by reducing the frequency of each core. Multiple tasks can be executed in parallel on multiple cores. The high parallelism of the tasks enhances the performance of the systems. However, a new challenge is emerging for multi-core processors [5]. When more tasks are running in parallel, they are likely to communicate with other cores. It plays an important role in the system performance on how to schedule these tasks to the different cores. The scheduler should consider the performance of the multiple cores while making the scheduling decision. When the tasks are scheduled to different cores, the communication relationship can vary. The key is to reduce the communication penalty, scheduling time and improve the performance of the multi-core processors [6].

Recent works have proposed to address this challenge of the scheduling schemes for multi-core processors. Partitioned hierarchical real-time scheduling was proposed for multi-core processors [7]. In this design, the applications are considered as well-defined components in a hierarchical manner. The scheduling could be operated in the different hierarchies. Preemptibility-aware scheduling (PAS) was proposed as a responsive scheduling algorithm to reduce the scheduling latency in multi-core systems [8]. One core prepared for the urgent interrupt by both of interrupt-enabled and being in preemptible sections. And other approaches were also proposed to schedule the tasks for high performance. In this paper, a PSO (Particle Swarm Optimization) based task scheduling algorithm is proposed for multi-core processors. The optimized particle swarm algorithm is used to find the optimal solution for the task scheduling. It provides a novel approach to improve the performance of multi-core processors.

This paper is organized as the follows. Section 2 introduces the related works. Section 3 describes the system model and the PSO based task scheduling algorithm. The experiments and result analysis are discussed in Section 4. And at last, we give the conclusions in Section 5.

# Related Work

When there is only a single core on chip, the scheduling algorithm aims to manage this core with high efficiency. The system cannot have the parallelism in thread level. No threads can share this core at the same time. However, the tasks can run in parallel on multiple cores on the same chip. The communication among the tasks will consume more time. How to map the tasks to the cores is one of the key element to solve the above problem. There are existing works on this problem to provide better solutions [9-12].

There are different types of scheduling algorithms. When multiple tasks are mapped to the multiple cores, the efficiency is the main target. Static scheduling algorithms were proposed to complete the mapping between the tasks and the cores. Heuristic mapping algorithm [13], genetic mapping algorithm [14], QoS guaranteed mapping algorithm [15] and multi-target mapping method for mesh network [16] are such typical algorithms. The scheduling was determined before the execution of the tasks. It means that such algorithms could obtain a well optimization of the scheduling. However, the scheduling could not be adjusted at run-time. When the situations were changed, the algorithms had to re-calculate the scheduling approach. Dynamic scheduling algorithms could manage the scheduling of tasks at run-time according to the instant proofing [17-20]. Such algorithms could reduce the traffic on-chip. Some specific hardware or software units could be added for the efficient management. When the traffic was heavy, these units were the bottleneck. A different algorithm is proposed in [21], which is a scenario based mapping method. The scenarios is set as the states in a state machine. When the states changed, the scheduling would be triggered.
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When more cores are available, many algorithms focuses on both of the scheduling and the power consumption. DVS/DVFS (Dynamic Voltage Scaling/Dynamic Voltage Frequency Scaling) are traditionally used on single core chip. Now they are also used in multi-core processors for both efficiency and power consumption [22-24]. [25] focused on how to detect the idle time of the cores to put the shared memory into sleep to save energy. [26] proposed an approach for task scheduling based on the run-time characteristics of individual tasks, which were considered as the critical factor in making decisions for the scheduling. [27] presented the concept that the tasks with the same run-time features could be dispatched a clustered region of the cores. Such algorithms could provide new designs to take into account the efficiency and energy consumption. However, it also means the compromise of the efficiency.

The task scheduling itself should be improved to find a fast approach to complete the task dispatching. The potential optimal scheduling sequence should be provided to the system for the improvement of the performance. In this paper, PSO is used for this target.

# PSO Based Task Scheduling Algorithm

## System Model

The technical advantages of multi-core processor is to support the multiple tasks running in parallel on multiple cores. It is parallelism in thread level. The cores have relatively simple structure. The tasks will communication with each other through the bus, wires between cores or shared memory. A system model is proposed to abstract and simplify the multi-core systems.

For a multiprocessor system, assuming that there are *n* identical processors. The number of tasks to be scheduled is *m*. The directed acyclic graph (DAG) is used to represent the tasks in the system. DAG can be represented by quintuple G =(V, E, R, C, W).



1. DAG with direction and edge weights

V = {Vi} is the set of vertices, which is the collection of the tasks. Vertex Vi is used to represent a task. (Vi, Vj) is used to represent the edge between the two vertices Vi and Vj.

E = {e} is the set of the edges. e(i, j) is the edge between the two vertices Vi and Vj, i.e. (Vi, Vj). All edges in E are directed ones.

R = {Ri} is the set of execution time of the tasks. Ri is used to represent the execution time of a task Vi.

C = {c} is the set of the weight of the edges. The weight is a compound factor, which is the coupling degree of the traffic and control between the tasks.

W = {w(Vi, Vj} is the set of communication overhead between the tasks Vi and Vj. W is an additional information of the edges. When the two tasks are running on the same core, their communication overhead is at the minimum and the corresponding w is also at the minimum.

Fig. 1 shows the DAG with ten tasks. The values of the edges are the overhead of communication between tasks. They are just the weights of the edges.

## Algorithm Design

PSO algorithm is proposed for the simulation of a simple social model [28]. In the PSO algorithm, each optimization problem of potential solutions is search in the space of a bird, known as "particles". All particles have an adaptive value (Value Fitness) determined by the optimized function, and each particle has a velocity that determines the direction of their flight and the displacement of each step. Then the particles follow the current optimal particle in the solution space. PSO algorithm needs to initialize a group of random particles (random solution), and then to find the optimal solution through the iteration. In each iteration, the particle tracks two "extreme" to update them. The first one is the optimal solution of the particle itself, which is called the individual extremum. The other is the optimal solution for the whole population, which is called the global extremum. The two basic formulas of particle swarm optimization algorithm are as follows.

$v\_{ij}^{k+1}=w\*v\_{ij}^{k}+c\_{1}\*r\_{1}\*\left(pBest\_{ij}^{k}-x\_{ij}^{k}\right)+c\_{2}\*r\_{2}\*(gBest\_{ij}^{k}-x\_{ij}^{k})$ (1)

$x\_{ij}^{k+1}=x\_{ij}^{k}+v\_{ij}^{k+1}$ (2)

In (1) and (2), the particle velocity is $v\_{ij}^{k+1}$; w is the inertia weight, and $ x\_{ij}^{k}$ is the position of the particle. $ pBest\_{ij}^{k}$ and $gBest\_{ij}^{k}$ are defined as optimal solutions of the particle itself and the whole group respectively. $r\_{1}$ and $r\_{2}$ is random values (0 or 1). $c\_{1}$ and $c\_{2}$ is the learning factors. k is the number of iterations; i is the number of particles; and j is the dimension of the target space.

This algorithm is designed for multi-core processors with multiple tasks. In this optimization, the positions of the particles are represented by X which is a binary value:

$X=\left[\begin{matrix}X\_{11}&\cdots &X\_{1n}\\\vdots &\ddots &\vdots \\X\_{m1}&\cdots &X\_{mn}\end{matrix}\right]$ (3)

Each Xij in X is 0 or 1. Xij = 1 means task i is dispatched to core j. If a row in the matrix X is zero, it means this task can be dispatched to any core.

The speed of the particles S can be normalized as:

$S=\left[\begin{matrix}S\_{11}&\cdots &S\_{1n}\\\vdots &\ddots &\vdots \\S\_{m1}&\cdots &S\_{mn}\end{matrix}\right]$ (4)

At this time, the original location in (2) are unable for the situations. After the initialization, the algorithm starts to search for the optimal solution. It goes through the V matrix of each line, to find the maximum value of the location of each row, and the location of the $x\_{ij}$ is set to 1. And then, the following (5) is used to replace the position in (2):

 $if\left(rand()<sig(s\_{ij})\right) x\_{ij}=1 else x\_{ij}=0$ (5)

In (5), rand () is a random number between [0,1], sig($s\_{ij}$) is the Sigmoid function shown as follows:

$sig\left(s\_{ij}\right)=1/(1+e^{-s\_{ij}})$ (6)

In order to ensure that the group can move evenly, the speed range of particles is set as [-4,4]; and the $s(v\_{ij})$’s range is closer to the middle value, rather than near from 0 to 1.

The weight w in (1) has a great influence on the global search ability and local search ability of the algorithm. When w is very small, the PSO algorithm is easy to fall into local extreme value. When the w is large, the convergence of PSO algorithm is low. So the weight w range is set in [0.6, 1.0]. In this range, the balance of the algorithm is suitable, and it is easy to find the global optima through the iterations.

The weight w is got by using the linear decreasing:

$w=w\_{max}-\frac{w\_{max}-w\_{min}}{k\_{max}}\*k$ (7)

In (7), $w\_{max}$ is the maximum weight; $w\_{min}$ is the minimum weight; $k\_{max}$ is the number of iterations of the algorithm; k is the number of iterations of the algorithm. Such approach can improve the convergence rate of the algorithm, and provide significant improvement in finding the optimal solution.

After each update of the position, the fitness values will be re-computed. The edge sets are traversed. If two tasks are scheduled to the same core, the adaptive value is set to 1, which is the minimum value. The communication overhead is represented by $F(i)$, which the communication time of each pair of tasks. The number of edges at system initialization is represented by num. Then $F(i)$ can be calculated as follows:

$F(i)=\left\{\begin{array}{c}b\*w\left(i\right)\*c\left(i\right) ,different cores.\\b\*c\left(i\right)\*1 ,on the same core.\end{array}\right.$ (8)

In (8), b is the coefficient of the scheduling time; w (i) is the weight on the edge of the DAG; c(i) is the data control correlation between tasks. The fitness function of the system is:

$f\left(s\right)=\sum\_{i=1}^{num}F\left(i\right)$ (9)

The flow of discrete particle swarm algorithm is as follows:

Step 1. In this step, the following works will be completed including the initialization of the original DAG, the initialization of the particle position and velocity, and setting the number of cycles t =0.

Step 2. In this step, the particles' fitness values are calculated, and the pBest and gBest are set up.

Step 3. In this step, the particles’ velocity V and position X are updated.

Step 4. In this step, the particles’ fitness values are calculated, the pBest and gBest are setup, and t = t + 1.

Step 5. If the maximum cycle times are completed, the optimal solution is output; otherwise the algorithm goes to step 3.

The diagram of this algorithm is shown in Fig. 2 as the follows:



1. Algorithm Flow Diagram

# Experimental Results and Analysis

In order to obtain the efficiency of the algorithm, the experiments are set up with a series of random characteristic parameters of the tasks to generate the DAG. The generated DAG is used as the input set of the algorithm. The population size and iteration parameters are set up for the experiments.

For each given number of on-chip cores, 100 DAG are generated randomly. The genetic algorithm based task scheduling is used for the comparison. The setup of the experimental environment is based on the system with Intel(R) Core(TM) i3-3240 CPU(3.40GHz), 8GB main memory and Windows 7 Professional operating system. The tests are implemented by MATLAB 7.0.

The main parameters of the algorithm are: particle population size is 30; learning factors c1 and c2 are both 2; the maximum iteration number is 100; the maximum velocity is 4; w(i) and c(i) are 1 to 10; b is set as the natural coefficient e.

**Table 1 Comparison of simulation results**

|  |  |  |
| --- | --- | --- |
| Number of processor cores | Number of threads | The shortest time to obtain the global optimal solution (ms) |
| DPSO | GA |
| 4 | 30 | 39 | 48 |
| 60 | 71 | 81 |
| 80 | 66 | 97 |
| 6 | 30 | 32 | 40 |
| 60 | 58 | 73 |
| 80 | 61 | 89 |
| 8 | 30 | 26 | 31 |
| 60 | 52 | 61 |
| 80 | 59 | 82 |



1. Particle swarm optimization algorithm curve

As Table I shows, the efficiency of the algorithm will be improved when the number of cores increases. However the amplitude of the improvement is reduced until the algorithm is stable. When the number of tasks increases, the efficiency of the algorithm is gradually improved. Fig. 3 shows another advantage of this algorithm. This algorithm is stable in the iteration number of 27 times, and this PSO based algorithm can find the global optimal solution quickly.

# Conclusions

When more cores are integrated onto a single chip, the tasks can run in parallel to achieve better performance and cut down the power consumption. However, how to improve the scheduling efficiency is emerging as a new challenge. In this paper, a novel PSO based task scheduling algorithm is proposed for this problem. Optimized particle swarm algorithm is used to find the optimal scheduling solution based the system model. The experimental results show that this algorithm can improve the efficiency of the task scheduling for multi-core processors.
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