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ABSTRACT

This paper explores freehand physical interaction in egocentric
Mixed Reality by performing a usability study on the use of hand
posture estimation sensors. We report on precision, interactivity
and usability metrics in a task-based user study, exploring the im-
portance of additional visual cues when interacting. A total of 750
interactions were recorded from 30 participants performing 5 dif-
ferent interaction tasks (Move, Rotate: Pitch (Y axis) and Yaw (Z
axis), Uniform scale: enlarge and shrink). Additional visual cues
resulted in an average shorter time to interact, however, no consistent
statistical differences were found in between groups for performance
and precision results. The group with additional visual cues gave the
system and average System Usability Scale (SUS) score of 72.33
(SD = 16.24) while the other scored a 68.0 (SD = 18.68). Overall,
additional visual cues made the system being perceived as more
usable, despite the fact that the use of these two different conditions
had limited effect on precision and interactivity metrics.

Index Terms: H.5.2 [User Interfaces]; 1.3.6 [Methodology and

Techniques]

1 INTRODUCTION

Optical See-Through (OST) devices and Head-Mounted Displays
(HMDs) have experienced an unprecedented growth in consumer
availability, leading to the development of new and innovative Aug-
mented Reality (AR) applications for general public use [10].

AR interaction uses a wide variety of interfaces and wearable
options, however, freehand-based interaction is often considered the
most intuitive, natural and affordable, not requiring cumbersome
wearable input devices [20].

When creating new freehand interactive systems in AR, several
studies rely on predefined sets of gestures for natural interaction
[5,24,25]. However, there is a growing trend for the use of physical
freehand interaction, defined as the interaction that act physically on
the virtual object as if it was a real object [15].

New generation HMD and OST devices such as the Microsoft
HoloLens include a suite of integrated sensors and tracking cameras
for 3D modeling the surroundings and freehand gesture recogni-
tion [6]. However, these devices currently offer a limited freehand
interaction similar to mouse clicks on a desktop. To overcome this
limitation, researchers are currently combining hand posture estima-
tion sensors with Head Mounted Displays (HMDs) for hand posture
calibration in AR [10, 11] and for immersion and interaction en-
hancement in Virtual Reality (VR) environments [8, 13]. However,
the usability, interactivity and precision of hand posture estima-
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tion sensors in an egocentric AR/MR setting for physical freehand
interaction has not been fully addressed yet.

Following Piumsomboon et al. [14] definitions, we define the
interactivity as the users’ ability to manipulate virtual objects and
the precision as the level of control the user has when interacting.
An example measure of precision would be how accurately the user
can rotate or move an object to match a target, while we reported on
interactivity as the perceived usability of the system.

This paper presents a prototype evaluation of the hand posture
estimation sensor Leap Motion using an egocentric perspective. It
reports on its usability and precision during a task-based interaction
test. We contribute to the AR/MR field in the evaluation of the
potential of this off-the-shelf sensor to be incorporated to fully
immersive freehand AR/MR environments using physical natural
interaction.

The paper is structured as follows, Section 2 discusses relevant
studies related to freehand interaction, Section 3 describes the grasp-
ing metrics used, while Section 4 presents the experiment design.
The results and discussion of the findings are reported in Sections 5
and 6.

2 RELATED WORK

Freehand gesture is the most common human way of communica-
tion and controlling objects in the real world, underpinning powerful
interactions due to hands multiple degrees of freedom [17]. This
interaction paradigm has been linked to ease of access and natural-
ness in the literature due to the absence of constraints imposed by
wearable devices and its potential in delivering natural, intuitive and
effective interaction [7,9, 12, 16, 20].

However, these interactions also present some limitations and
challenges; gestures may not be easy to remember and long interac-
tions may result in fatigue, as interaction with no physical support is
tiring [17].

To overcome these limitations, researchers are evolving gesture
interactions into physical interactions, thus, completely mimicking
the interaction performed in the real world, into AR/MR environ-
ments [19]. Several studies have explored the easiness and natural-
ness of user defined gesture interaction [15,21,23]. Recent literature
in this field includes the analysis in Mixed Reality (MR) [1, 18, 19].
However, the use of grasping metrics in an egocentric task based
environment has not been fully explored.

2.1 Grasping Metrics

Limitations and challenges when addressing a natural grasping in-
teraction in MR were addressed by Al-Kalbani ez al. in their recent
studies [1,2]. Grasp measurements used in this study have been
inspired by those presented by Al-Kalbani ez al. in their study [1].

3 EXPERIMENT DESIGN

Five different tasks were reported in this experiment to quantify
the usability and precision of the Leap Motion sensor as a HMD
complement. Two different conditions were explored for each of
the five tasks, one with an overlaid 3D model of the hand and
one without, as shown in Figure 2. We used a 5 x 5 x 2 repeated
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measures (between-subjects design), with 5 different tasks (Move,
Rotate: Pitch (Y axis) and Yaw (Z axis), Uniform Scale: Enlarge
and Shrink) 5 repetitions per task and 2 conditions (hand overlaid,
no hand overlaid).

3.1 Participants

30 right-handed participants from a population of university students
and staff members were recruited to take part in this study.

Participants were divided into two balanced groups of 15 for each
experiment (No Overlaid and 3D Hand Overlaid, as it is shown in
Figure 2 ) . Participants completed standardized consent form and
were not compensated. Visual acuity of participants was measured
using a Snellen chart, each participant was also required to pass an
Ishiara test to exclude for color blindness. Participants with color
blindness and/or visual acuity of < 0.80 (where 20/20 is 1.0) were
not included in this study.

No Overlaid group was formed of 15 participants (7 female) with
a mean age of 25.20 (SD = 8.79); the 3D Hand Overlaid group was
formed of 15 participants (7 female) with a mean age of 27.46 (SD
=11.91).

3.2 System Architecture

The system in this study comprises of a Leap Motion sensor featuring
an egocentric view and a feedback monitor. Freehand interaction
was implemented using the Leap Motion Orion SDK, Unity game
engine and C# programming language.

3.3 Task Selection

Each task contains two 3D objects on display, one being the inter-
action object and the other the target object. Target objects were
not interactive and they were displayed in a different color to avoid
confusion.

Tasks were selected based on the survey presented in [15], where
Piumsomboom et al. categorized the most common AR interac-
tion tasks into 6 categories. This study analyzed a subset of tasks
extracted from the Transform category, each task is described below:

* Move - Short distance: Participants were required to success-
fully locate, grasp and move a cube to its target location in the
3D space. See figure 1(a).

* Rotate - Pitch (Y axis): Participants were required to suc-
cessfully locate, grasp and match the Y axis rotation of the
interaction cube with the target cube. See figure 1(b).

* Rotate - Yaw - (Z axis): Participants were required to suc-
cessfully locate, grasp and match the Z axis rotation of the
interaction cube with the target cube. See figure 1(c).

e Scale - Uniform scale (enlarge): Participants were required to
successfully locate, grasp and match the size of the interaction
cube with its target by increasing it. See figure 1(d).

* Scale - Uniform Scale (shrink): Participants were required to
successfully locate, grasp and match the size of the interaction
cube with its target by decreasing it. See figure 1(e).

3.4 Procedure

Participants were asked to remove wristwatches, sleeves and
bracelets to avoid the detection of extraneous objects as interac-
tion hands by the sensor. Participants were seated 40 cm away from
the feedback monitor with the Leap Motion placed in a stand facing
their hands. All participants in this study completed the same test,
which consisted of a set of 5 task-based interactions, as explained in
subsection 3.3. Participants were then instructed to use their domi-
nant hand (right) to perform the tasks. Each participant was shown a
demonstration video along with scripted instructions.
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Figure 1: Tasks performed by participants: 1(a) Move. 1(b) Rotate
pitch. 1(c) Rotate yaw. 1(d) Scale enlarge. 1(e) Scale shrink.

Participants were instructed to locate and grasp the virtual in-
teraction object, and then perform the required task to match the
virtual object with its target in the most accurate way in the shortest
time possible. During the experiments, time spent by participants
in triggering the interaction and performing the task was recorded,
together with the position, size, and rotation of the virtual interaction
object in every frame.

The tasks were randomly presented one after the other, in order
to reduce any bias or lurking variable that may have an influence on
the outcome of the study. Each task was repeated five times.

Half of the participants performed the task with a 3D modeled
hand overlaying theirs, providing further depth reference. The other
half could only see the real hand from the Leap Motion’s cameras
with no additional visual cues. These two conditions are showcased
in Figure 2.

Figure 2: Study conditions. 2(a) No Overlaid condition 2(b) 3D Hand
Overlaid condition

4 RESULTS

A total of 750 interactions were generated from the 30 participants
divided in two different groups performing the 5 different tasks 5
times each. Repetitions were treated as additional data points. The
data collected for each user included raw tracking collected from the
hand posture estimation, together with user’s subjective data (SUS
questionnaire and post-test interview), and transcripts taken from a
think-aloud protocol. We report on precision (time and accuracy)
and interaction (perceived interactivity and usability) metrics.



Table 1: Average time to interact and completion time per task and per condition

Move Rotate - Pitch

Rotate - Yaw Scale - Enlarge Scale - Shrink

Time to interact (in seconds)

No Overlaid 5.36 (SD =2.99) 3.39 (SD =4.90)

321(SD=228)  3.19(SD=249)  3.47(SD=3.26)

3D Hand Overlaid  4.01 s (SD =2.47)

2.89 s (SD =1.82)

2.92's (SD=2.45)

355 (SD=2.15) 3.22s(SD=1.83)

Completion time (in seconds)

No Overlaid 16.58 (SD =10.67)

16.99 (SD = 13.88)

13.84 (SD = 10.24)

19.62(SD=11.69) 24.3 (SD =18.49)

3D Hand Overlaid  18.93 (SD = 10.98)

1455 (SD = 7.88)

12.79 (SD=9.93)  23.39(SD=21.05) 22.8 (SD =18.06)

4.1

Precision metrics were defined as follows: time to interact as the time
it took to locate and start the interaction with the object, completion
time as the time it took to complete the task, and accuracy as the
difference between the target and the interaction cube at the end of
the task.

Due to the nature of the data being non parametric and not nor-
mally distributed, statistical significance was tested using a non
parametric Mann Whitney-U test (5% alpha) comparing the two
conditions (No Overlaid and 3D Hand Overlaid).

Precision metrics
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Average time to interact per task and condition are reported in Table
1. Statistically significant differences were found between groups in
the time it took to successfully locate and start to interact with the
object in tasks move (U = 1871, p < 0.05) and scale enlarge (U =
2328, p < 0.05). No statistically significant differences were found
in rotation, and scale shrink tasks (p > 0.05).

Results - Time to interact

4.1.2 Results - Completion time

Average completion times per task and condition are reported in
Table 1. The additional visual cues used in the 3D Hand Overlaid
condition resulted in shorter completion times for the two Rotate and
Scale Shrink tasks, however no statistically significant differences
were found between the two user groups in any of the tasks for the
two conditions (p > 0.05).

4.1.3 Results - Accuracy

Accuracy was defined as the difference between the target ideal
and the interaction cube at the position left by the user after task
completion. Depending on task this accuracy is reported based on:
distance from the target, difference in size, difference in rotation.

* Move - Short distance: Euclidean distance was measured be-
tween the target and the interaction cube center points. An
average euclidean distance of 4.54 cm (SD = 0.03 cm) was
reported for the 3D Hand Overlaid condition while an average
euclidean distance of 4.55 cm (SD = 0.03 cm) was found in the
No Overlaid condition. No statistically significant difference
was found between groups in this task (U = 2288, p < 0.05).

* Rotate - Pitch (Y axis): 1deal target rotation in the Y axis was
70°. Average rotation for the 3D Hand Overlaid condition was
65.20° (SD = 8.43°) while for the No Overlaid the average
value was reported as 69.73° (SD = 7.11°). A statistically
significant difference was reported between conditions (U =
1966, p < 0.05).

* Rotate - Yaw - (Z axis): 1deal target rotation in the Z axis was
50°. Average rotation for the 3D Hand Overlaid condition
was 72.48° (SD = 6.45°) while for the No Overlaid condi-
tion the average value was reported as 71.49° (SD = 10.68°).
No statistically significant differences were reported between
conditions (p > 0.05).
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* Scale - Uniform scale (enlarge): The target size for the enlarge
task was 6.30 cm. Participants were requested to duplicate the
size of the interaction cube, which was presented with a 3.10
cm size. Average size for the 3D Hand Overlaid condition
was 5.40 cm (SD = 1.44 cm) while for the No Overlaid con-
dition the average value was reported as 5.93 cm (SD = 0.74
cm).A statistically significant difference was found between
conditions (U = 2298 p < 0.05).

* Scale - Uniform Scale (shrink): The target size for the enlarge
task was 3.20 cm. Participants were requested to halve the size
of the interaction cube, which was presented with a 6.20 cm
size. Average size for the 3D Hand Overlaid condition was
3.58 cm (SD = 0.81 cm) while for the No Overlaid condition
the average value was reported as 3.48 cm (SD = 0.45 cm).
No statistically significant differences were reported between
conditions (p > 0.05).

4.1.4 Analysis

The use of additional visual cues were not determinant in obtaining
a more accurate performance. The 3D Hand Overlaid group took
shorter time in locating and triggering the interaction with the object,
however no conclusive significant differences were found.

4.2 Interaction metrics

Interaction metrics were defined as the subjective metrics obtained
from users using observation, the System Usability Scale (SUS) [4]
and a post-test questionnaire. Results from these are reported in this
section.

421 System Usability Scale (SUS)

The 3D Hand Overlaid group condition obtained an average SUS
score of 72.33 (SD = 16.24) while the No Overlaid group scored a
68.0 (SD = 18.68). Scores can be labeled as ’Good’ for the hand
overlaid condition and ’OK’ for the no overlaid group [3]. These
results may be linked with the shorter time to interact scored by the
3D Hand Overlaid condition.

4.2.2 Post-questionnaire

Participants were asked a set of questions to gain a better understand-
ing of the usability of using off-the-shelf hand posture estimation
sensors to enhance MR freehand interaction.

* Most intuitive task: 8 participants in each group reported that
the Move task was the most intuitive to complete. The remain-
ing 7 participants were divided in between the other tasks.

* Most difficult task: No consensus was reached for the most
challenging task. In the hand overlaid condition, 5 participants
considered Shrink task the most difficult, while 3 considered
it was either the Enlarge or Pitch rotation. The remaining 4
were divided between the Move task (2) and the Yaw rotation
(2). The No Overlaid condition was segmented differently,
with 5 participants reporting the Pitch rotation as the most
challenging task, 4 it as the Shrink task and the rest divided
between Yaw rotation (3), Enlarge (2) and Move (1).



 Fatigue: 3 participants in each group reported fatigue during
the experiment.

4.2.3 Observations and feedback

Participants reported on the ease of use of the device, although
majority agreed that the hand recognition sensor used had a learning
curve. When questioned about the gestures and interaction, several
participants report on the intuitiveness of the system, as it mimicked
real world interactions. The interaction with the virtual objects was
triggered by a realistic and intuitive precision grasp matching the
virtual object size and shape.

5 CONCLUSION AND DISCUSSION

This paper explores freehand physical interaction in AR by perform-
ing a feasibility study on the use of hand posture estimation sensors
using an egocentric orientation. This paper evaluates their potential
in enhancing OST and HMD hand recognition capabilities. We re-
port on interactivity, usability and precision following Piumsomboon
et al. definitions [14].

Even though the No Overlaid and the 3D Hand Overlaid condi-
tions did not differ much when reporting on precision metrics (time
to interact, completion time and accuracy), there was a reported dif-
ference for the additional interaction metrics. Additional visual cues
made the system being perceived as more usable, despite the use of
these two different conditions having limited effect on precision and
interactivity metrics.

The tasks used in this study triggered a physical virtual object
manipulation, overall users found the tasks intuitive and easy to
perform. These results agree with the literature where a preference
was found a for physical manipulation in freehand interaction [15,
21,22]. One of the limitations of this study is the use of a simulated
immersive environment, future work will include the replication of
the current study with the use of an OST device as display.

The hand posture estimation sensor used, the Leap Motion,
showed potential for being included as an off-the-shelf physical
freehand interaction recognition device for enhancing user interac-
tion in egocentric MR. Its potential for enhancing freehand interac-
tion in HMD and OST devices is promising. Recommendations for
the HCI community drawn from this study are the use of intuitive
physical freehand interaction, providing a realistic interaction in the
virtual world or with virtual objects in alignment with what would
be expected in a real environment.
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