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Abstract. Adaptive autonomous intelligent systems (A/IS) may satisfy 

design functionality and user experiential requirements but prior to 

deployment an assessment must be made of their impact on user rights. A/IS 

systems may assist rather than replace humans but it is unclear where the line 

is drawn between supplementing human endeavour and knowledge, on the 

one hand, and gradual erosion of human cognitive abilities on the other. This 

paper makes the case for development of ethical standards for user awareness 

of A/IS in operation, taking account of rights under the EU General Data 

Protection Regulation (GDPR) and the Council of Europe Modernised 

Convention for the Protection of Individuals with Regard to Automatic 

Processing of Personal Data (Convention 108+). It sets out three main user 

awareness stages (pre-use, during-use, and post-use) along with consideration 

of commensurate rights. In the pre-use stage potential users will need to be 

aware that an A/IS is either fully or partially in operation, and consent to such 

an operation or have the option to opt out. During A/IS use if there is a part 

of the A/IS operation which involves a “black box” scenario, that is, it is 

difficult for a human to discern what the system is doing and why, then 

appropriate risk-based parameters need to be set for the systems use. Post-use 

requires users to be aware of how their data and information shared with the 

A/IS will be used by the system and any third parties. 
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1. Rationale for User Awareness and Rights Stages 

 

As technology proceeds at a pace difficult for legislators to keep 

up with, a corpus of ethical principles has emerged to regulate 

design, development, and deployment, namely: human agency; 

human control; privacy and data protection; prevention of harm; 

fairness; transparency; auditability; accountability; and 

responsibility. Human agency requires that A/IS designers, 

developers, and deployers exercise professional and ethical 

practices, and respect and give effect to the autonomy of A/IS 

users.[1] This means that humans interacting with A/IS must be 

able to keep full and effective self-determination over 

themselves without being subordinated, deceived, manipulated, 

or coerced by the A/IS. Technology complements rather than 

replaces human capabilities. Human control requires that A/IS 

designers, developers, and deployers introduce mechanisms to 

ensure some form of human involvement in the operation of the 

A/IS or human control over how, when, and where it operates.[2] 

Privacy and data protection requires that A/IS designers, 

developers, and deployers have mechanisms in place to 

safeguard and protect personal data and its use throughout the 
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A/IS lifecycle, respecting users’ privacy rights.[3] Prevention of 

harm requires that A/IS designers, developers, and deployers 

create and use systems which are not harmful to humans, society, 

and the environment, and which ensure the well-being of 

humanity.[4] Fairness requires that A/IS designers, developers, 

and deployers ensure diversity of personnel involved in 

assessing risks/problems associated with A/IS, and awareness of 

different cultural norms in order to ensure non-discrimination in 

A/IS use.[5] Transparency applies both to the information 

provided to the user regarding data processing as well as the 

actual processing and functionality of the A/IS.[6] Auditability 

requires that A/IS designers, developers, and deployers have 

auditable mechanisms in place to ensure explainability of A/IS 

actions, consequences, and responses to risks/problems.[7] 

Accountability requires that A/IS designers, developers, and 

deployers account for their actions, respond to user concerns and 

problems, and provide explanations and justifications for A/IS 

actions and consequences.[8] Responsibility requires that A/IS 

designers, developers, and deployers have redress mechanisms 

in place for errors/complaints/harmful consequences from A/IS, 

and accept legal responsibility under relevant laws.[9] 

A/IS technologies may be introduced at various lifecycle 

stages of a product, service, or system and consideration of 

lifecycle stages makes it clearer to understand how the 

technology operates, its intended function, and effects. This can 

be referred to as the “technology-biased approach” (TBA) which 

seeks to better understand the capabilities and limitations of the 

A/IS in order to improve performance, optimise operational 

efficiency, and identify and rectify any errors or failures. 

However, given the plethora of ethical principles mentioned 

above and their focus on the human user, on its own, the TBA 

creates ethical dissonance by not aligning design, development, 

and deployment with values protecting the human user. For 

human-machine interaction, the TBA limits its focus on the 

system rather than considerations of human wants, needs, and 

values that can be incorporated into the system lifecycle stages. 

A “human-centric approach” (HCA) would have such 

considerations at the forefront of design, development, and 

deployment. Ultimately, the mergence and integration of TBA 

and HCA will lead to not only improved functionality and 

reliance of A/IS, but also to ethically aligned design, 

development, and deployment to take account of user awareness 

and rights. The HCA that espouses user awareness and rights is 

evident in the plethora of international, regional, and national 

regulatory standards emerging in relation to artificial 

intelligence, robotics, and emerging technologies more 

generally.[10] The EU General Data Protection Regulation 

(GDPR),[11] and the Council of Europe Modernised Convention 

for the Protection of Individuals with Regard to Automatic 

Processing of Personal Data (Convention 108+)[12] contain 
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provisions respecting and safeguarding user rights related to 

A/IS particularly as they relate to data processing and personal 

data. Lifecycle stages exist as a matter of logical application and 

purposive interpretation of rights contained in these provisions, 

even though these are not explicitly mentioned.[13] We can 

identify and analyse user awareness and rights in three stages: (i) 

pre-use stage; (ii) during-use stage; and (iii) post-use stage. 

 

2. Pre-Use Stage 

 

In the pre-use stage potential A/IS users will need to be aware 

that an A/IS will be either fully or partially in operation, and 

consent to such an operation or have the option to opt out. With 

potential A/IS users being made aware of the existence of an 

A/IS element in the context of use, they will be empowered to 

decide for themselves whether they want to interact or engage 

with such a system or not. Ethically, human agency is exercised 

through free will and active informed consent in the choice that 

needs to be made. A number of mechanisms and procedures 

would need to be in place to enable the user to: (a) have pre-use 

awareness of the type of A/IS product, service, or system they 

are interacting with, including whether there is an AI element; 

(b) opt out of using the product, service, or system; (c) challenge 

an A/IS decision effectively and efficiently; (d) understand the 

full terms and conditions that apply to any A/IS interactions; and 

(e) review at a later date to understand previous A/IS 

interactions. 

 

2.1. Pre-Use Awareness 

Potential A/IS users must be able to understand the type of A/IS 

product, service, or system they are interacting with, including 

whether there is an AI element and whether the A/IS will be fully 

or partially in operation. Such information should be conveyed 

in a manner that is clear, accessible, and provides a real 

opportunity to exercise human agency prior to any use. This also 

means making the information easily understandable and 

accessible without causing undue inconvenience to the user (e.g. 

avoiding multiple click throughs to get to the relevant 

information; avoiding non-transparent or hidden locations to 

display information). The pre-use awareness issues outlined 

above fall under several provisions of the GDPR, and 

Convention 108+ (see Table 1). 
 

Table 1. Pre-Use Stage Rights 

Right GDPR Provision Convention 108+ 

Provision 

Not to be subject to 

automated decision-

making 

Article 22(1) Article 9(1)(a) 
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Table 1. Pre-Use Stage Rights 

Right GDPR Provision Convention 108+ 

Provision 

To prior consent Article 7(1) Article 5(2) 

To be notified of 

right to withdraw 

consent prior to 

giving consent 

Article 7(3)  

To be notified of 

automated decision-

making 

Articles 13(2)(f), 

14(2)(g), 15(1)(h) 
Article 9(1)(b) 

To access to personal 

data 
Article 15(1)(h) Articles 8(1), 9(1)(b) 

To information on 

logic in automated 

decision-making 

Articles 13(2)(f), 

14(2)(g), 15(1)(h) 
Article 9(1)(c) 

To information on 

the significance and 

envisaged 

consequences of 

automated decision-

making processing 

Articles 13(2)(f), 

14(2)(g), 15(1)(h) 
 

To object to 

processing of data 
Article 21 Article 9(1)(d) 

 

Right not to be subject to automated decision-making 

Article 22 of the GDPR states: 

 
1. The data subject shall have the right not to be subject to a 

decision based solely on automated processing, including 

profiling, which produces legal effects concerning him or her 

or similarly significantly affects him or her. 

 

2. Paragraph 1 shall not apply if the decision: 

(a) is necessary for entering into, or performance of, a 

contract between the data subject and a data controller; 

(b) is authorised by Union or Member State law to which the 

controller is subject and which also lays down suitable 

measures to safeguard the data subject's rights and 

freedoms and legitimate interests; or 

(c) is based on the data subject's explicit consent. 

 

3. In the cases referred to in points (a) and (c) of paragraph 2, 

the data controller shall implement suitable measures to 

safeguard the data subject's rights and freedoms and legitimate 

interests, at least the right to obtain human intervention on the 

part of the controller, to express his or her point of view and to 

contest the decision. 

 

4.Decisions referred to in paragraph 2 shall not be based on 

special categories of personal data referred to in Article 9(1), 

unless point (a) or (g) of Article 9(2) applies and suitable 
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measures to safeguard the data subject's rights and freedoms 

and legitimate interests are in place. 

 

Paragraph 1 makes it clear that a person has the right not to be 

subject to a decision based solely on automated processing, 

including profiling,[14] which produces legal effects concerning 

him or her or similarly significantly affects him or her. This 

represents a general prohibition on such automated decision-

making. The negative right formulation also gives rise to 

exercising human agency prior to any A/IS use (e.g. by 

requesting confirmation or assurance that such decision-making 

is not taking place; a person being able to object even if such 

decision-making is deemed not to have legal effects or similarly 

significant effects). “Legal effects” refers to affecting a person’s 

legal rights, obligations, or status (e.g. freedom to associate with 

others; voting in elections; taking legal action; termination or 

cancellation of a contract; residency or citizenship rights).[15] 

“Similarly significant” effects refers to adverse impacts that are 

similar to legal effects such as affecting the circumstances, 

behaviour or choices of the individual concerned; having a 

prolonged or permanent impact on the data subject; or leading to 

the exclusion or discrimination of individuals.[16] Examples 

include automatic refusal of online credit applications, e-

recruitment without human intervention, automated systems 

determining access to health and education services. 

Paragraph 2 sets out exceptions to the right not to be 

subject to automated decision-making which include: a) 

necessity of automated decision-making for entering into or 

performance of a contract between the data subject and a data 

controller (contract exception); b) authorisation by EU law or 

EU Member State law to which the data controller is subject and 

which also lays down suitable measures to safeguard the data 

subject’s rights and freedoms and legitimate interests; or c) data 

subject’s explicit consent (consent exception). If contract or 

consent exceptions apply, Paragraph 3 requires the data 

controller to implement suitable measures to safeguard the data 

subject’s rights and freedoms and legitimate interests, and at 

least the right to obtain human intervention on the part of the 

controller, to express his or her point of view, and to contest the 

decision. These latter user safeguards are relevant to the opt out 

mentioned below. 

Even if an exception applies, under Paragraph 4, the 

automated decision cannot be based on “special categories of 

personal data” (i.e. racial or ethnic origin, political opinions, 

religious or philosophical beliefs, or trade union membership, 

and the processing of genetic data, biometric data for the purpose 

of uniquely identifying a natural person, data concerning health 

or data concerning a natural person’s sex life or sexual 

orientation).[17] The only exceptions to automated decisions 

based on “special categories of personal data” is where the data 
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subject has given explicit consent to the processing of such 

personal data for one or more specified purposes, except where 

EU law or EU Member State law prevent such consent from 

overriding the prohibition;[18] or processing of such personal 

data is necessary for reasons of substantial public interest, on the 

basis of EU law or EU Member State law which shall be 

proportionate to the aim pursued, respect the essence of the right 

to data protection, and provide for suitable and specific measures 

to safeguard the fundamental rights and the interests of the data 

subject.[19] 

In contrast to the GDPR, Article 9(1)(a) of Convention 

108+ provides a somewhat weaker right not to be subject to 

solely automated decisions: 

 
Every individual shall have a right not to be subject to a 

decision significantly affecting him or her based solely on an 

automated processing of data without having his or her views 

taken into consideration. 

 

If an individual objects to automated decision-making this does 

not necessarily mean it will not take place. An organisation may 

show it has “taken into consideration” the individual’s objection 

and justify proceeding with automated decision-making under 

Article 11 on the grounds that it is provided for by law and 

constitutes a necessary and proportionate measure in a 

democratic society for quite wide-ranging purposes including: 

national defence, national security, public safety, important 

economic and financial interests of the state, the impartiality and 

independence of the judiciary or the prevention, investigation 

and prosecution of criminal offences and the execution of 

criminal penalties, and other essential objectives of general 

public interest, protection of the data subject or the rights and 

fundamental freedoms of others, notably freedom of expression, 

archiving in the public interest, scientific or historical research 

purposes or statistical purposes when there is no recognisable 

risk of infringement of the rights and fundamental freedoms of 

data subjects. 

In any case, Article 5(2) of Convention 108+ contains an 

implicit right to prior consent to data processing by requiring 

States Parties to demonstrate that data processing is carried out 

on the basis of the “free, specific, informed and unambiguous 

consent of the data subject” or of some other legitimate basis laid 

down by law. Consent here means the free expression of an 

intentional choice, given either by statement (in written, 

electronic, or oral form) or by a clear affirmative action which 

clearly indicates acceptance of the proposed processing of 

personal data. Mere silence, inactivity or pre-validated forms or 

boxes will not constitute consent. Consent should cover all 

processing activities carried out for the same purpose or 

purposes. Where there are multiple purposes, consent should be 

given for each different purpose.[20] Under Article 7(1) of the 
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GDPR there is a general consent provision whereby the data 

controller must be able to demonstrate that the data subject has 

consented to the processing of their data. In addition, under 

Article 7(3) the data controller is required to notify the data 

subject prior to them giving consent that they have the right to 

withdraw consent at any time. 

 

Right to be notified of automated decision-making  
Article 13(2)(f) of the GDPR provides that the data controller 

shall, at the time when personal data are obtained, provide the 

data subject with information on the existence of automated 

decision-making, including profiling, referred to in Article 22(1) 

and (4) and, at least in those cases, meaningful information about 

the logic involved, as well as the significance and the envisaged 

consequences of such processing for the data subject. Article 

14(2)(g) provides that where personal data have not been 

obtained from the data subject, the data controller is obliged to 

provide the data subject with information on the existence of 

automated decision-making, including profiling, referred to in 

Article 22(1) and (4) and, at least in those cases, meaningful 

information about the logic involved, as well as the significance 

and the envisaged consequences of such processing for the data 

subject. Article 15(1)(h) provides users with the right of access 

to personal data along with notification on the existence of 

automated decision-making, including profiling, referred to in 

Article 22(1) and (4) and, at least in those cases, meaningful 

information about the logic involved, as well as the significance 

and the envisaged consequences of such processing for the data 

subject. 

In contrast to the GDPR, Article 9(1)(b) of Convention 

108+ provides a right to: 

 
obtain, on request, at reasonable intervals and without 

excessive delay or expense, confirmation of the processing of 

personal data relating to him or her, the communication in an 

intelligible form of the data processed, all available 

information on their origin, on the preservation period as well 

as any other information that the controller is required to 

provide in order to ensure the transparency of processing in 

accordance with Article 8, paragraph 1. 

 

Although this is not expressed in terms of a pre-use right, the 

reference to “at reasonable intervals” would cover pre, during, 

and post use stages. This may seem onerous on the organisation 

using automated decision-making, but the right is exercising by 

the user requesting such information rather than the organisation 

being required to disclose prior to use. Under Article 8(1) the 

organisation has a duty to be transparent in data processing by 

providing the data subject with information on the legal basis 

and the purposes of the intended processing, the categories of 

personal data processed, the recipients or categories of recipients 
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of the personal data, if any, and the means of exercising the rights 

under Article 9. 

 

Right to meaningful information about the logic involved in 

automated decision-making 
The reference in Articles 13(2)(f), 14(2)(g), 15(1)(h) of the 

GDPR to users having the right to “meaningful information 

about the logic involved” in automated decision-making is 

intended to enable users to contest, challenge, or dispute the 

decision. Necessarily the information should be of a type and 

nature that is comprehensible to the user and that can be used 

subsequently to challenge any decision. Recital 58 of the GDPR 

states that the principle of transparency requires that any 

information addressed to the public or to the data subject should 

be “concise, easily accessible and easy to understand, and that 

clear and plain language and, additionally, where appropriate, 

visualisation be used.” A range of information may fall under 

this provision including: algorithmic models; datasets; personal 

data disclosed by the user; previous data about the user held by 

the organisation; official data sources (e.g. electoral roll; anti-

money laundering and fraud detection lists; land registry; births, 

deaths, and marriages registry); and regulated-industry data 

sources (e.g. banking; credit reference agencies; insurance; 

healthcare). Including the algorithmic model upon which the 

automatic decision-making is based would allow users to 

challenge the rules that are being applied to assess and reach a 

decision. Whether or not it is appropriate and necessary to 

disclose the algorithmic model, their complexity should not be 

used as an excuse to avoid providing meaningful information. 

Recital 58 of the GDPR states that the principle of transparency 

is of “particular relevance in situations where the proliferation of 

actors and the technological complexity of practice make it 

difficult for the data subject to know and understand whether, by 

whom and for what purpose personal data relating to him or her 

are being collected, such as in the case of online advertising.” 

All other types of information would allow the user to contest 

the accuracy of the data being used.[21] 

Article 9(1)(c) of Convention 108+ is similar in 

providing for a right to obtain, on request, knowledge of the 

reasoning underlying data processing where the results of such 

processing are applied to the data subject. This includes knowing 

the reasoning underlying the processing of data, and the 

consequences of such a reasoning, which led to any resulting 

conclusions (e.g. logic of an algorithmic credit scoring system 

that leads to acceptance or rejection of an application). This right 

is especially relevant in the context of exercising the right to 

object and the right to complain under Articles 9(1)(d) and (f). 

Article 9(1)(d) contains the right to object at any time to the 

processing of personal data, unless the data controller 

demonstrates legitimate grounds for such processing which 
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override the data subject’s interests or rights and fundamental 

freedoms. The right to complain is of relevance at the post-use 

stage. Although Article 21 of the GDPR provides for a right to 

object to processing of personal data at any time, some consider 

this separate and inapplicable to automated decision-making 

under Article 22 due to the contract and consent exceptions.[22] 

But such an interpretation would defeat the essence of human 

agency by not recognising personal autonomy in the decision as 

to whether to engage with an A/IS. It is also an unrealistic 

representation of pre-use stage user experience and reactions, 

and fails to take account of Article 21(5) allowing users to 

exercise their right to object by automated means. 

 

Right to meaningful information about the significance and 

the envisaged consequences of automated decision-making 

processing 

The reference in Articles 13(2)(f), 14(2)(g), 15(1)(h) of the 

GDPR to users having the right to “meaningful information 

about … the significance and the envisaged consequences of 

such processing” is a much broader right of explanation which 

has been interpreted to mean “information must be provided 

about intended or future processing, and how the automated 

decision-making might affect the data subject. In order to make 

this information meaningful and understandable, real, tangible 

examples of the type of possible effects should be given.”[23] 

Automated decision-making processing that produces legal 

effects or similarly significantly affects on the data subject falls 

under this category of A/IS user right to information and 

disclosure. Overall, this right may require information on the 

processing system itself, the processing that led to the decision, 

and the possible consequences to the user. An example of how 

this right could be operationalised at the pre-use stage is an 

illustrative, interactive web-based comparator model allowing 

the user to input varying data to produce different results (e.g. 

car, home, health insurance premiums based on certain risk 

factors such as age, dangerous driving habits, year property built, 

underlying health issues). 

 

Opt Out 

Potential A/IS users, who at the pre-use stage identify that the 

A/IS will be in full or partial operation and do not want to interact 

with the A/IS, must have the option to opt out of use and for an 

alternative method of use to be made available. An example 

where this may be necessary is eligibility assessments and 

approval decisions for financial products such as mortgages and 

medical insurance, where the user’s particular circumstances and 

personal details require careful human consideration and 

evaluation rather than being subjected to algorithmic decision-

making. The A/IS must be able to demonstrate the availability of 

an opt out and alternative methods of use. The opt out may also 
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need to be extended to during-use stage. If through use of the 

A/IS there is user profiling, this must be clear at the pre-use stage 

and an opt out for profiling provided. Opting out and using an 

alternative method should not place the user at a disadvantage in 

terms of service and user experience. For example, a medical 

centre deploying an A/IS appointments booking system should 

ensure that patients who are unable to access the A/IS or do not 

wish to do so are not placed at a disadvantage in terms of 

accessing and booking appointments. This may require setting 

periods of time for human operator availability to deal with 

telephone or face-to-face bookings, and advertising these times 

of availability to patients. Another area of concern is potential 

loss of business for businesses that opt out of using an A/IS 

appointments booking system, although this may be considered 

a choice and risk assumed by the business. 

 

3. During-Use Stage 

 

During A/IS use if there is a part of the A/IS operation which 

involves a “black box” scenario, that is, it is difficult for a human 

to discern what the system is doing and why, then appropriate 

risk-based parameters need to be set for the systems use (see 

Table 2). 

 

Table 2. During-Use Stage Rights 

Right GDPR Provision Convention 108+ 

Provision 

To object to 

processing of data 
Article 21 Article 9(1)(d) 

To lawful, fair, and 

transparent 

processing of data 

Articles 5(1)(a) and 6 Article 5(2), (3), (4) 

To rectification of 

inaccurate data 
Article 16 Article 9(1)(e) 

To withdraw consent Article 7(3) Article 5(2) 

 

As already mentioned under pre-use stage, Article 9(1)(d) of 

Convention 108+ allows the data subject to object at any time to 

the processing of personal data, including during-use stage. A 

similar provision exists under Article 21 of the GDPR. However, 

if consent has already been given for data processing then 

withdrawal of consent rather than objection to data processing 

would be most appropriate at the during-use stage.[24] There is 

a right to lawful, fair, and transparent processing of personal data 

under Articles 5(1)(a) of the GDPR and Articles 5(2)-(4) of 

Convention 108+. Article 6(1)(a)-(f) of the GDPR sets out 

conditions which will make the processing lawful (e.g. data 

subject’s consent; necessary for performance of a contract; 
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compliance with legal obligations; necessary to protect data 

subject’s or another natural person’s vital interests; necessary for 

performance of a public interest task; necessary for pursuing 

legitimate interests of data controller or third party). During A/IS 

operation the user may become aware of inaccuracy in the data 

held or used in relation to them, in which case they must be able 

to seek rectification of the inaccuracy or error. Article 16 of the 

GDPR provides the data subject with the right to obtain from the 

data controller, without undue delay, the rectification of 

inaccurate personal data, including having incomplete personal 

data completed. Article 9(1)(e) of Convention 108+ provides for 

the data subject’s right to obtain, on request, free of charge and 

without excessive delay, rectification or erasure of such data if 

these are being processed contrary to the Convention. 

Withdrawal of consent can occur at any time including 

during-use stage, and Article 7(3) of the GDPR provides a 

specific right to the data subject to withdraw consent at any time. 

Although Convention 108+ does not refer to a specific right to 

withdraw consent, under Article 5(2) it establishes two 

prerequisites in order to make data processing lawful: either 

there is consent by the data subject, or there is provision in law 

for such data processing. As a result, if the data subject consents 

to data processing they may also withdraw such consent at any 

time.[25] Whether withdrawing consent under the GDPR or 

Convention 108+, the lawfulness of data processed prior to the 

withdrawal will not be affected but continuation of data 

processing will not be allowed, unless justifiable for some other 

purpose provided under EU law or EU Member State law, or 

national law. The key difference between the two instruments is 

that the GDPR requires a pre-use stage notification to the data 

subject of their right to withdraw consent. 

 

4. Post-Use Stage 

 

Post-use requires users to be aware of how their data and 

information shared with the A/IS will be used by the system and 

any third parties, as well as providing redress mechanisms for 

errors and harm caused. (see Table 3). 

 

Table 3. Post-Use Stage Rights 

Right GDPR Provision Convention 108+ 

Provision 

To rectification of 

inaccurate data 
Article 16 Article 9(1)(e) 

To an explanation of 

automated decision 
Recital 71  

To obtain human 

intervention 
Article 22(3)  
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Table 3. Post-Use Stage Rights 

Right GDPR Provision Convention 108+ 

Provision 

To express a point of 

view 
Article 22(3) Article 9(1)(a) 

To contest the 

automated decision 
Article 22(3) Article 9(1)(f) 

 

As with during-use stage, an A/IS user may become aware post-

use that there are inaccuracies or errors in the data used in 

relation to them perhaps leading to an unfair, unlawful, or 

unreasonable decision. Article 16 of the GDPR provides the data 

subject with the right to obtain from the data controller, without 

undue delay, the rectification of inaccurate personal data, 

including having incomplete personal data completed. Article 

9(1)(e) of Convention 108+ provides for the data subject’s right 

to obtain, on request, free of charge and without excessive delay, 

rectification or erasure of such data if these have been processed 

contrary to the Convention. 

A/IS users must have means to contest, challenge, or 

dispute an A/IS decision or any aspect of interaction with the 

A/IS. The means of contestation, challenge, or dispute should be 

readily available and provide a clear complaints procedure that 

provides all relevant information to a human complaint handler. 

Recital 71 of the GDPR refers to the right to obtain an 

explanation of the decision reached after an automated decision-

making assessment, and the right to challenge the decision. In 

the case of contract or consent exceptions to the right not to be 

subject to automated decision-making, Article 22(3) of the 

GDPR recognises as minimum safeguards the data subject’s 

rights to obtain human intervention, to express their point of 

view, and to contest the automated decision. In the context of 

A/IS users, the right to obtain human intervention can be 

interpreted as applying at the pre-use and during-use stages (e.g. 

provision of alternative method of interaction; access to human 

agent to query or rectify an operational issue). Similar provisions 

exist under Convention 108+.  Article 9(1)(a) contains the right 

of the data subject to express their view in relation automated 

decision-making. Article 9(1)(f) provides the right to a remedy 

where the data subject’s rights under the Convention have been 

violated. 

 

5. Conclusion 

 

It is clear from the GDPR and Convention 108+ provisions that 

emphasis is on a HCA closely aligned with a TBA that promotes 

ethical A/IS design, development, and deployment within 

definable and enforceable rights. Viewed from the perspective 

of user-system lifecycle stages, these rights can be 
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operationalised and protected. Some differences exist between 

the GDPR and Convention 108+. At the pre-use stage, only the 

GDPR contains a user right to be notified prior to their consent 

that they have the right to withdraw consent at any time; only the 

GDPR contains a right to information on the significance and 

envisaged consequences of automated decision-making 

processing. Regarding the right to object to processing of data, 

both the GDPR and Convention 108+ contain provisions, 

although there is some debate as to whether Article 21 of the 

GDPR applies to automated decision-making. At the during-use 

stage, the same issue regarding the right to object exists. At the 

post-use stage, only the GDPR provides for a right to 

explanation, and a right to obtain human intervention. These 

differences require further analysis to determine whether they 

result in material impact on the existence or effect of rights. 
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